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Abstract

As computer systems handle transactions and make decisions about our lives, the

opaqueness of such systems means that when faults occur, the negative impacts of

these faults are often unfairly passed on to the individuals that are subject to these

systems. The aim of this thesis is to show how transparency enhancing technologies,

technical mechanisms that support transparency about a system, can be used to

address these issues. To do this, this thesis provides an analysis of transparency

enhancing technologies from their technical design to their practical usage.

The first part of this thesis systematizes transparency enhancing technologies,

providing an analysis of the threat models and technical mechanisms that can sup-

port transparency.

The second part of this thesis gives an example of a transparency enhancing

technology designed to provide transparency that enables publicly verifiable audits

of the kind of access to data requests that are made by, for example, law enforce-

ment and medical practitioners. This work shows how distributed logs can be used

to provide the infrastructure necessary for such audits and how publicly verifiable

audits in the form of statistics (including multivariable statistics) can be produced

with assurances that the privacy of individuals who relate to the information that is

audited is respected.

The third part of this thesis discusses how transparency enhancing technologies

can allow us to move beyond simply transparency and accountability. Drawing

on the legal literature that has concerned itself with the legal effects of code as it

enforces norms and the legitimacy of such effects, I discuss the ways in which code

can be contested through the use of transparency enhancing technologies, in contrast
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to other kinds of accountability technologies based on compliance, and, because it

is code itself, how transparency enhancing technologies can be legitimate, unlike

other ways of contesting code.
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Chapter 1

Introduction

Computational systems are ubiquitous in nearly all aspects of our lives. They handle

financial transactions, communications, exchange data about us and for us, and are

used to make or assist in making decisions that impact our lives.

As is the case with any system, things do not always go well. Computational

systems can be used in a setting for which they were not designed or evaluated.

Their specification can be flawed, ignoring edge cases or imposing faulty logic that

discriminates against certain users. The programs they execute can be affected by

bugs resulting from implementation errors.

Despite the fact that faults are practically inevitable, their impact is typically

restricted to the individuals directly affected by the faults in the system, rather than

to those that are responsible for these faults, who may avoid liability by relying

on opaque systems and the presumption that the outputs of computational systems

are correct. Moreover, because computational systems are primarily designed and

operated by a small minority of states and private companies with little diversity

(i.e., rich white men), their negative impacts typically fall upon marginalized people

who do not have much power to contest the outputs of the systems they are subject

to, sometimes without consent.

There are numerous examples of harms that can result from this, due both to

legacy systems that have been computerized (e.g., surveillance, data sharing, pay-

ment systems, . . . ) and new technology that has allowed these systems to operate

at a greater scale (e.g., algorithmic decision making systems). A payment system
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can allow fraud to happen at the cost of the victim rather than the system operator,

and ban legitimate users because of errors or deliberate over moderation. Law en-

forcement can access increasing amounts of sensitive data with limited oversight.

Companies can obtain highly sensitive data without the consent of the people whose

medical data they obtain and collate data from an increasing amount of sources.

This thesis evaluates the hypothesis that part of the solution to these problems

is to make computational systems more transparent, based on the following intu-

ition. The harms we have introduced above are the result of flaws in the system,

whether that be the design, implementation, or operation of the system. The fact

that these flaws affect individuals that have no (or limited) privileges over the sys-

tem creates a classic moral hazard issue. One way of resolving this situation is to

make it easier for those that may be victims of these errors in the system is to allow

them to better evaluate the system as a whole, whether there has been an error that

affected them, and to be able to contest the system and challenge the effects on the

flaw that has affected them.

Thus, this thesis is also about power, because these issues revolve around the

power that systems have over people that are subject to these systems, and therefore,

the disproportionate power that those with privileged access to these systems have

over those who do not. Because of the economic structure that determines how

and who builds the system we are subject to, this power imbalance reflects the

power imbalances that exist throughout society. Research in information security

has always dealt with issues of power over a system, typically by ensuring privilege

over a system (e.g., through access control mechanisms). This thesis considers the

opposite approach.

1.1 Scope and Organization of The Thesis

Transparency is a wide-ranging subject so the scope of this thesis is necessarily re-

stricted to specific forms of transparency, specifically transparency enhancing tech-

nologies that are based on distributed or decentralized cryptographic logs. The focus

is, therefore, the analysis and design of technical mechanisms, in particular logging
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mechanisms and privacy mechanisms, which can be used to support transparency,

and how transparency can be put to use to contest systems and hold system operators

accountable.

Chapter 2 introduces the primitives discussed and used in this thesis, while

Chapter 3 outlines work that is related to the content of this thesis.

Chapter 4 presents a systematization of transparency enhancing technologies

from a security point of view. This chapter systematizes log based transparency

enhancing technologies. Based on established work on transparency from multi-

ple disciplines we outline the purpose, usefulness, and pitfalls of transparency. We

outline the mechanisms that allow log based transparency enhancing technologies

to be implemented, in particular logging mechanisms, sanitization mechanisms and

the trade-offs with privacy, data release and query mechanisms, and how trans-

parency relates to the external mechanisms that can provide the ability to contest a

system and hold system operators accountable. We illustrate the role these mech-

anisms play with two case studies, Certificate Transparency and cryptocurrencies,

and show the role that transparency plays in their function as well as the issues these

systems face in delivering transparency.

In Chapter 5 we propose VAMS, a system that enables transparency for audits

of access to data requests without compromising the privacy of parties in the system.

VAMS supports audits on an aggregate level and an individual level, by relying

on three mechanisms. A tamper-evident log provides integrity for the log entries

that are audited. A tagging scheme allows users to query log entries that relate

to them, without allowing others to do so. MultiBallot, a novel extension of the

ThreeBallot voting scheme, is used to generate a synthetic dataset that can be used

to publicly verify published statistics with a low expected privacy loss. We evaluate

two implementations of VAMS, and show that both the log and the ability to verify

published statistics are practical for realistic use cases such as access to healthcare

records and law enforcement access to communications records.

Chapter 6 branches out from a strict security point of view and addresses the

role that transparency enhancing technologies can play in situations, such as legal
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disputes, where it is necessary to contest the outputs of a system to which one is

subject. Both technical security mechanisms and legal processes serve as mech-

anisms to deal with misbehaviour according to a set of norms. While they share

general similarities, there are also clear differences in how they are defined, act,

and the effect they have on subjects. This chapter considers the similarities and dif-

ferences between both types of mechanisms as ways of dealing with misbehaviour,

and where they interact with each other.

Taking into consideration the idea of code as law, we discuss accountability

mechanisms for code, and how they must relate to both security principles and le-

gal principles. In particular, we identify the ability to contest norms enforced by

code as an important part of accountability in this context. Based on this analysis,

we make the case for transparency enhancing technologies as security mechanisms

that can support legal processes, in contrast to other types of accountability mecha-

nisms for code. We illustrate this through two examples based on recent court cases

that involved Post Office in the United Kingdom and Uber in the Netherlands, and

discuss some practical considerations.

Finally, Chapter 7 summarizes and discusses the results presented in this the-

sis, outlines directions for future work, and ends with final thoughts transparency

enhancing technologies.

1.2 Publications Resulting From This Thesis Work
Several papers have been produced over the course of working on this thesis. Some

of these papers form the basis for Chapters 4, 5, and 6, while others are not included

in this thesis because they are not directly related to the topic we explore here.

1.2.1 Papers used in this thesis

• Alexander Hicks, Log Based Transparency Enhancing Technologies, avail-

able as a preprint on arXiv [1], is used as the basis of Chapter 4.

• Alexander Hicks, Vasilios Mavroudis, Mustafa Al-Bassam, Sarah Meikle-

john, Steven J. Murdoch. VAMS: Transparency for Audits of Access to Data,

available as a preprint on arXiv [2], is used as the basis for Chapter 5.
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• Alexander Hicks, Transparency, Compliance, And Contestability When Code

Is(n’t) Law [3], which appeared at the New Security Paradigms Workshop

(NSPW) in 2022, is the basis for Chapter 6.

1.2.2 Papers not included in this thesis

• Sarah Azouvi, Guy Goren, Lioba Heimbach, Alexander Hicks. Base Fee

Manipulation In Ethereum’s EIP-1559 Transaction Fee Mechanism, which

will appear at the International Symposium on Distributed Computing in 2023

and is available on arXiv as a preprint [4]. This paper provides an analysis of

the base fee in Ethereum’s EIP1599 transaction fee mechanism, showing that

there exists a rational deviation from the honest mining strategy to optimize

revenue from the base fee by lowering it by publishing empty blocks.

• Sarah Azouvi, Alexander Hicks. Decentralisation Conscious Players And

System Reliability, which appeared at the Financial Cryptography and Data

Security conference in 2022 [5]. This paper presents a game theoretic model

of decentralized systems as public goods and examines the role of decentral-

ization conscious players; that is, players who prioritize some level of decen-

tralization in the contributions to the system, in maintaining decentralization.

• Sarah Azouvi, Alexander Hicks. Tools for Game Theoretic Models of Secu-

rity for Cryptocurrencies, which appeared at the Cryptoeconomic Systems

conference in 2020 [6]. The paper systematizes existing work on algorith-

mic mechanism design and game-theoretic models of cryptographic and dis-

tributed systems security in the context of cryptocurrencies.

• Alexander Hicks, Steven J. Murdoch. Transparency Enhancing Technologies

to Make Security Protocols Work for Humans, which appeared at the Security

Protocols workshop in 2019 [7]. This paper looks at how the dispute resolu-

tion process around computer systems, such as the Post Office disputes, could

be improved through the use of transparency enhancing technologies.

• Sarah Azouvi, Alexander Hicks, Steven Murdoch. Incentives in Security Pro-
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tocols, which appeared at the Security Protocols workshop in 2018 [8]. The

paper discusses the still undervalued role that incentives play in the real world

security of protocols, based on examples from payment systems (EMV),

cryptocurrencies, and anonymity networks, and how this could be addressed

through the use of security models that explicitly take these into account.

• Patrick McCorry, Alexander Hicks, Sarah Meiklejohn. Smart Contracts for

Bribing Miners, which appeared at the Bitcoin workshop in 2018 [9]. The

paper introduces smart contracts that can be used by a malicious actor to

bribe miners of a cryptocurrency to manipulate the underlying blockchain as

well as attack another cryptocurrency, without the miners having to trust the

briber.

1.3 Work Done in Collaboration
As a result of being based on a collaborative paper, Chapter 5 includes work that was

done with other researchers. Steven Murdoch and Sarah Meiklejohn suggested the

law enforcement and healthcare use cases, respectively, and provided some guid-

ance throughout the completion of the paper. Vasilios Mavroudis first suggested

the use of ThreeBallot which he and I then reworked to produce MultiBallot, with

Vasilios Mavroudis focusing on the implementation of the scheme and the litera-

ture on verifiable statistics covered in Chapter 3, while I worked on the theorems

that determined the bounds on the expected privacy loss and ballot reconstruction

attacks. The Trillian based implementation of VAMS was done by Mustafa Al-

Bassam, while I did the Hyperledger Fabric based implementation. The pseudony-

mous identifier scheme was designed in a meeting between Sarah Meiklejohn and

myself.

The remaining chapters are solely the result of my work.



Chapter 2

Technical Primitives

This chapter introduces the technical primitives that we rely on or discuss through-

out this thesis. Because these are well-established primitives and this thesis does not

include work on these primitives, we choose to omit the most precise mathematical

definitions in favour of readability for non-cryptographers. These can be found in

freely available textbooks such as the draft of Boneh and Shoup’s applied cryptog-

raphy textbook [10] and Dwork and Roth’s book on Differential Privacy [11].

2.1 Cryptographic Hash Functions
A hash function h maps an arbitrarily sized input to a fixed length output that is

referred to as the hash value (alternatively, the message digest) of that input.

In this thesis, we use the term hash function to refer exclusively to crypto-

graphic hash functions, which are hash functions for which three security properties

hold.

1. First pre-image resistance, which requires that given h(x) an adversary cannot

determine x with non-negligible probability.

2. Second pre-image resistance, which requires that given an input x an adver-

sary cannot efficiently find another input y such that h(x) = h(y).

3. Collision resistance, which requires that an adversary cannot efficiently find

two inputs x and y such that h(x) = h(y). (This implies second pre-image

resistance.)
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The only case in which we refer to a specific hash function in this thesis is in

Chapter 5 where we use the SHA256 hash function in the implementation of VAMS,

which is standardized by NIST [12].

2.2 Public Key Cryptography
Public key cryptography is a set of cryptographic mechanisms that allow users to

have a public key, by which they can be known to other users, as well as a private

key that only they know and must keep secret, therefore removing the need for a pre-

established shared symmetric key. (Public key cryptography is sometimes used as a

way to establish a symmetric key.) In this thesis the systems we discuss require the

use of public key encryption, digital signatures, and in some cases, zero-knowledge

proofs, as well as public key infrastructures.

2.2.1 Public key encryption

Public key encryption allows parties to exchange encrypted messages without the

need for a shared key.

More formally, a public key encryption scheme is a triplet of three algorithms.

1. A probabilistic key generation algorithm G that takes no input and outputs a

pair (pk,sk), where sk is called a secret key (sometimes simply private key)

and pk is called a public key.

2. A probabilistic encryption algorithm E that taking as input a message m and

a public key pk produces ciphertext c.

3. A deterministic decryption algorithm D that takes as input a secret key sk, a

ciphertext c, and returns the message m that was encrypted using the corre-

sponding public key, or a reject value distinct from all possible messages.

For a public key encryption scheme to be secure, it must be the case that an

adversary that eavesdrops on encrypted communications between parties that en-

crypted their messages with a public key encryption scheme cannot learn anything

about the messages that are exchanged.
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2.2.2 Digital Signatures

Cryptographic digital signatures allow a party to sign a message with their private

key and anyone with knowledge of that party’s corresponding public key to verify

the signature on that message and, therefore, authenticate the party that signed the

message.

More formally, a digital signature scheme is a triplet of three algorithms.

1. A probabilistic key generation algorithm G that takes no input and outputs a

pair (pk,sk), where sk is called a secret signing key (sometimes simply private

key) and pk is called a public verification key (sometimes simply public key).

2. A probabilistic signing algorithm S that taking as input the secret key sk and

a message m produces a signature σ .

3. A deterministic verification algorithm V that takes as input a public key pk, a

message m, and a signature σ then outputs accept if the signature is valid (i.e.,

generated for the message m using V with the corresponding secret signing

key) or re ject.

The important security property for digital signature schemes is that it should

be impossible for an adversary to forge a signature on a message. This also means

that given a signature on a message, the party that signed the message cannot later

claim that the message did not originate from them unless they argue that their secret

signing key was compromised. This property is referred to as non-repudiation.

In the UK, a recent project by the Law Commission (referring to cryptographic

digital signatures as electronic signatures) confirmed that “an electronic signature

is admissible in evidence in legal proceedings” and “is admissible, for example,

to prove or disprove the identity of a signatory and/or the signatory’s intention to

authenticate the document” [13].

2.2.3 Zero Knowledge Proofs

Zero-knowledge proofs are cryptographic tools that give a prover the ability to prove

a statement without revealing anything but the truth of that statement. Introduced
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by Goldwasser et al. [14], zero-knowledge proof techniques are popular because of

the optimal trade-offs in confidentiality and utility that they seem to offer.

Confidentiality levels are of course very high given that nothing but the truth of

the statement is revealed, and high levels of utility are assured by the completeness

and soundness of the proof, which guarantees that if the statement is true then it is

easy to verify that it is true and if the statement is false it is impossible to convince

an honest person that it is true.

An important result for zero-knowledge proofs due to Goldreich et al. [15]

is that any statement in a language in NP (i.e., a decision problem whose pos-

itive answers have proofs verifiable in polynomial time) can be proven in zero-

knowledge. This implies that for a protocol that does something in a non-privacy-

preserving way, it may be replaced by a zero-knowledge protocol that will be

privacy-preserving.

The work of Eskandarian et al. [16] that proposes a way for certificate trans-

parency (a system that logs SSL certificates) to allow users to report invalid cer-

tificates without compromising privacy (i.e., revealing browsing behaviour) is an

example of this. Another example is the work of Frankle et al. [17] and Park and

Goldwasser [18] that proposes using zero-knowledge proofs to show that confi-

dential legal proceedings followed the correct legal procedures. More generally,

zero-knowledge proofs offer the ability to efficiently verify information that may be

suitable for accountability in legal settings [19, 20].

A zero-knowledge proof systems is said to be transparent if it does not require

a trusted setup. Some zero-knowledge proof systems are not transparent such as the

zk-SNARK construction originally used by the cryptocurrency Zcash, meaning that

if the setup ceremony was compromised (despite extensive documentation [21])

then it would have been possible for the perpetrators to forge proofs and effec-

tively generate additional units of Zcash in an undetectable manner. More recently,

however, several ways of avoiding trusted setups without the need for complicated

ceremonies have been introduced [22, 23, 24, 25, 26, 27, 28].
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2.2.4 Public key infrastructure

The use of public key cryptography can entail the need for a public key infrastruc-

ture, which manages how identities are bound to public keys. In practice, this means

that there are certificate authorities, designated trusted third parties, that verify the

identity of a user and their possession of a set of cryptographic keys and produce a

signed certificate (typically in the X.509 standard) that publicly associates the user

with their public key.

2.3 Transparency Overlays
Following Chase and Meiklejohn [29], we use the term transparency overlay to

broadly refer to any kind of distributed log that guarantees tamper evidence using

cryptographic mechanisms. The term auditable data structures is sometimes also

used, for example by Goodrich et al. [30], as well as the term authenticated data

structures [31, 32].

By tamper evidence, we mean that any alteration to information on the log is

detectable because changes to the log are recorded and their integrity is guaranteed

by cryptographic mechanisms, and that the party responsible for tampering with

the log can be held accountable because they will have signed the operation that

resulted in the change to the log.

In this thesis, we rely on two instantiations of transparency overlays to im-

plement VAMS in Chapter 5, Trillian which is based on Merkle trees and verifi-

able log-backed maps, and Hyperledger Fabric which is a permissioned distributed

ledger with an underlying blockchain. However, we also refer to transparency over-

lays in general in other chapters.

2.3.1 Merkle trees and verifiable log backed maps

A Merkle tree, based on the work of Merkle [33], is a hash-based binary tree struc-

ture illustrated in Figure 2.1.

Every leaf in the tree corresponds to some data, and every non-leaf node up

to the root node is the hash of its two child nodes. Given a hash function h, node i

stores the hash hi = h(hle f t(i)∥hright(i)) based on its left and right children. Changing
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Figure 2.1: A Merkle tree with four leaf nodes.

a piece of data (i.e., a leaf) therefore changes every node of the tree’s branch from

the leaf to the root.

Assuming that the underlying hash function is collision resistant, Merkle trees

can provide an efficient way of verifying the integrity of data that has been encoded

in the tree (i.e., the value of a leaf) because one only needs to know the subset of

nodes that, together with the leaf, are needed to reconstruct the root hash and verify

that it matches the root hash of the tree. For a Merkle tree with n leaves, this Merkle

proof is of size O(log(n)).

Looking at Figure 2.1, for example, given h2 and h6 we can verify that the

value of lea f 1 is included in the tree with root hash h(h5∥h6).

When a Merkle tree is updated, it is possible for the server hosting the Merkle

tree to maintain a link with the previous Merkle tree by committing to a chain of

signed tree roots where each new signed tree root references the hash of the previous

signed tree root, as illustrated in Figure 2.2.

To check that two successive trees are consistent with each other, such that

every value included in the past tree is included in the new tree, one needs to show

that the present tree contains the past tree and that given the past tree, adding the

leaves that have been added would result in the new tree.
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Figure 2.2: A chain of signed tree roots over three epochs. The first epoch is initialized
with a seed as there is no previous root hash.

Looking again at Figure 2.1, if we take the past tree as being the tree containing

only leaves 1, 2, and 3, and the new tree to result from the addition of leaf 4, then we

can show the following given h5 and h3 from the past tree. The new tree contains the

past tree because we can recompute the previous root hash h(h5∥h3). Adding lea f 4

to the past tree does result in the new root hash h(h5∥h(h3∥h4)) where h(h3∥h4))

has replaced h3 in the past root hash.

2.3.2 Distributed Ledgers

Introduced in the context of Bitcoin [34], blockchains have now been used more

widely for cryptocurrencies and other applications built on top of cryptocurrencies

like Ethereum [35] that support smart contracts which can be used to execute arbi-

trary code.

A blockchain is a chain of blocks that are cryptographically linked to each

other by having each block include a reference to the hash of the previous block.

This means that it is not possible to modify past blocks in the blockchain as the

hash values that link each block together will no longer be consistent. This makes

the blockchain append-only, while consensus rules ensure that all nodes extend the

same blockchain.

Blockchains use Merkle trees to store data (e.g., transactions) within each

block, thus verifying the inclusion of data in a blockchain amounts to verifying

its inclusion in a Merkle tree in a block. This makes systems both on Merkle trees

or blockchains similar in the security guarantees they provide.

The important differences between the use of a blockchain rather than Merkle
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trees are, therefore, the use of a consensus protocol rather than gossiping to ensure

consistency (i.e., a global state agreed on by all nodes), and the ability to record the

execution of smart contracts rather than just store data.

Blockchains can also be permissioned or permissionless, which determines the

kind of consensus protocol that can be used.

Permissionless blockchains (e.g., Bitcoin) are open to anyone willing to par-

ticipate (i.e., ay the cost of participating) in the system. This requires mechanisms

that defend against Sybil attacks, which consist of an adversary generating many

fake users controlled by the adversary to take control of the system. Sybil resis-

tance mechanisms such as Proof-of-Work, Proof-of-Stake, Proof-of-Space, and so

on, rely on users to commit some amount of a finite, difficult enough to obtain

resources to perform actions in the system such as validating transactions. Per-

missionless blockchains also require consensus protocols that can incorporate these

sybil resistance mechanisms scale to hundreds or thousands of nodes [36].

Permissioned blockchains alleviate the need for potentially wasteful sybil re-

sistance mechanisms such as proof-of-work by requiring participants in the system

to be known and agreed upon, making participation exclusive. This makes it possi-

ble to rely on more traditional and efficient consensus protocols.

2.4 Inference Control

Inference control refers to the set of mechanisms designed to limit how much can

be inferred about an individual (or group) from data without sacrificing the utility of

the data in learning about a population. Generally speaking, if data is released for a

purpose, learning anything more from the data than what is intended by its release

is a bad outcome. Although such concerns have existed since at least the seven-

ties [37], database reconstruction and private attribute inference attacks continue to

be shown to be practical [38, 39, 40, 41, 42, 43, 44].

A variety of approaches have been tried to deal with this, including statisti-

cal disclosure control mechanisms such as k-anonymity [45], l-diversity [46], t-

closeness [47] and ρ-uncertainty [48], which do not achieve acceptable trade-offs
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between privacy and utility [49].

2.4.1 Differential privacy

Introduced by Dwork et al. [50], differential privacy quantifies the impact that a

single point in a dataset has on the distribution of the output of a randomized mech-

anism. Thus, it is a definition that applies to mechanisms, rather than data, and guar-

antees that the privacy loss associated with participating in (for example) a study is

bounded by a known quantity without making assumptions about an adversary’s

knowledge. Definition 1 formally expresses this.

Definition 1 ((ε,δ )-Differential Privacy [11]). A randomized algorithm M with

domain N|χ| is (ε,δ )-differentially private if for all S ⊆ Range(M) and for all

x,y ∈ N|χ| such that ∥x− y∥ ≤ 1:

Pr[M(x) ∈ S]≤ exp(ε)Pr[M(x) ∈ S]+δ . (2.4.1)

This definition has several advantages. It is flexible, in the sense that the pa-

rameters ε and δ can be tuned in order to balance trade-offs between utility and

privacy.

It composes in a simple way with itself, so that the composition of two differ-

ential private mechanisms produces another differentially private mechanism, albeit

with greater values of ε and δ .

It also does not depend on assumptions about an adversary’s background

knowledge, unlike previous attempts at privacy-preserving mechanisms with similar

goals such as k-anonymity and its variants [45, 51, 46]

There are, however, some limitations to differential privacy. It also does not as-

sume anything about an adversary’s prior knowledge of the data, although assump-

tions about the way data is generated do matter if any utility is to be preserved [52].

It also does not protect very well against inference [53]

Several expository and systematizations papers on differential privacy and its

applications exist [11, 54, 55, 56, 57, 58]. Differential privacy has become an ex-

tremely popular primitive, both in academic research where it has led to a large
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body of work but also in its real-world applications. Google [59], Apple [60],

and Microsoft [61], are examples of large tech companies that have deployed dif-

ferential privacy. Excluding large tech companies, the 2020 census in the United

States has also relied on differential privacy [62, 63, 64], following its use for On-

TheMap [65, 66]. From a legal and regulatory perspective, differential privacy has

also been studied in relation to privacy laws and regulations, such as the European

GDPR requirements [67, 68], showing that differential privacy may also be a suit-

able privacy mechanism from that perspective.

2.5 ThreeBallot
ThreeBallot [69, 70] is a paper-based voting scheme proposed by Rivest for end-

to-end auditable elections. Voters are given three blank ballots arranged as three

columns, each row corresponding to a single candidate. Marking two of the three

columns in a row is a vote for a candidate, while marking only one of the columns

is a non-vote. In the standard version of ThreeBallot, each row must have either one

or two marks and blank rows or rows with three marks are not allowed.

After the voting process, the collection of all ballots is placed on a public

bulletin board, so that anyone can verify the outcome of the elections and check if

their vote was represented correctly (while keeping their vote private).

The scheme’s security properties (i.e., auditability and vote privacy) have been

extensively studied in various works [71, 70, 72, 73, 74, 75, 76]. From all the attacks

introduced in the literature, the reconstruction and pattern-based attacks apply to

our use case in Chapter 5. Henry et al. [73] published a thorough analysis of these

attacks against two-candidate races, extending previous work by Strauss [75]. These

works provide a lower bound for security as a function of the ballot size (number of

binary choices).

In Chapter 5, we rework ThreeBallot, which we call MultiBallot as we gener-

alize the scheme to any odd number of ballots, as a primitive to generate a privacy-

preserving synthetic dataset that can be used to publicly verify the statistics com-

puted on the original dataset.



Chapter 3

Related Work

3.1 Work related to Chapter 4
A number of past surveys related to transparency enhancing technologies exist.

Murmann and Fischer-Hübner [77] focus on the usability of transparency enhanc-

ing technologies. Hedbom [78], Janic et al. [79], and Zimmermann [80] focus on

transparency tools that can be used to help users control or verify their privacy on-

line. Spagnuelo et al. [81, 82] look at transparency enhancing technologies in the

context of providing and complying with the transparency required by the GDPR.

In contrast to these papers, our focus is not specifically on existing tools (al-

though we survey some and consider two use cases), but more generally on how to

design and build transparency enhancing technologies based on cryptographic logs

under realistic threat models that consider issues of editorial control and access to

individual evidence.

3.2 Work related to Chapter 5
The work closest to ours is due to Frankle et al. [17], who propose a system that

allows accountability of secret legal processes using zero-knowledge proofs and

aggregate statistics computed through a multi-party computation (MPC) between

courts. Previously, Goldwasser and Park [18] had also proposed using append-only

ledgers and zero-knowledge proofs in the context of actions related to secret laws

under the U.S. Foreign Intelligence Surveillance Act.

This approach provides less transparency than ours as they do not support in-
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dividual transparency, only aggregate statistics, thereby reducing the potential for

users to contest outcomes [3]. While the outputs of zero-knowledge proofs and

MPC can be checked for correctness, the integrity of inputs (i.e., the integrity of the

data used in audits) cannot be verified. Because the inputs can be manipulated, they

must assume that judges (which are closest to the auditors of our context) are not

malicious and would not publish an inaccurate report, making their threat model

weaker than ours. Their proposed systems are also specific to a targeted use case

where all parties could coordinate to perform the required multiparty computation,

while our approach is more generally applicable as parties do not require as much

coordination aside from the initial request for data (which is unavoidable).

Work by Panwar et al. [83] also addresses the problem of auditing surveillance

orders, but differs from ours to a greater extent as it envisions an enforcer that

verifies the interactions between agents and data providers, which are recorded on a

blockchain using zero knowledge proofs, but does not support verifiable statistics.

Tamper evident logs have also been used in other auditability focused work.

Bates et al. [84] look at accountable logs of wiretapping in the context of equip-

ment implementing requirements of the US Communications Assistance for Law

Enforcement Act (CALEA). This system permits simple counting queries, whereas

VAMS allows broader analysis. CONIKS [85] deals with the specific case of key

transparency, allowing users to monitor their key bindings, and does not deal with

other problems that we address, in particular public audits.

In terms of privacy preserving statistics, techniques such as k-anonymity [45],

l-diversity [46], t-closeness [47] and ρ-uncertainty [48] have been proposed. As

discussed by Domingo-Ferrer and Torra [49], however, these techniques provide

privacy only when the utility of the dataset is significantly reduced, whereas our

solution enables accurate statistics.

Another line of work that attempts to address this limitation is privacy-

preserving association rule mining [86] (we introduce association rule mining in

Section 5.5). Such techniques generate randomized or perturbed datasets that pro-

tect the privacy of users while preserving some of the associations between the
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variables that are of interest. Originally, privacy-preserving association rule min-

ing was performed through uniform randomization of the dataset based on a public

factor. As shown by Evfimievski et al. [87] this naive approach does not protect

the users’ privacy effectively. They instead proposed randomization operators[87]

that were also proven ineffective and require an initial dataset of at least one mil-

lion records [88]. Zhang et al. proposed a scheme that considers the existing

association rules when perturbing the data and as a result provides better privacy

bounds [88]. Unfortunately, this scheme has limited applicability as it severely dis-

torts the strength of the association rules, overestimating strong relationships and

under-representing less frequent ones. Overall, the weak privacy guarantees and the

poor accuracy achieved by those schemes make them unsuitable for a system like

VAMS.

A more promising line of work is based on differential privacy [50]. Such

schemes have been studied extensively in the past years and have been proven to

be secure in a variety of settings [89]. However, they still impose trade-offs be-

tween privacy and utility [90], as well as one-shot and continuous observation [91].

Achieving a meaningful privacy parameter can also be hard in practice [92], par-

ticularly when the aim is to provide a general solution like ours. This problem is

tackled by Chen et al. [93], who take into consideration the underlying dataset to

provide stronger privacy guarantees and increased utility.

None of these solutions provide verifiability, however, so the public cannot

easily verify the integrity of the published data or statistics. In fact, the analyst who

adjusts the noise term may accidentally or intentionally sample from distributions

that drastically skew the statistics computed [94]. Narayan et al. [94] solve this

problem with a scheme that uses a subset of Fuzz [95] to generate publicly verifi-

able validity proofs. Unfortunately, VerDP has limited expressiveness and severely

constrains access to the dataset. More specifically, once the privacy budget of a par-

ticular dataset gets depleted, no further queries or analysis can be conducted. This

may exclude researchers from using the data and prevent the application of novel

analysis techniques on older, depleted datasets. It could also allow a malicious party
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to intentionally deplete the privacy budget. In comparison, we allow the data to be

used any number of times and without constraints.

3.3 Work Related to Chapter 6
There is a vast amount of work concerned with accountability, much of which is

covered in the systematization of the topic by Wieringa [96] that is based on Boven’s

framework for accountability [97]. Transparency itself is also the focus of work

across many disciplines. The book by Taylor and Kelsey provides a useful overview

of applications of transparency in various contexts across the world, how it can

succeed and how it can have counterproductive results if badly implemented and

vulnerable to either unverifiable information or an inability to act on information

(i.e., missing contestability) [98].

Specifically related to this paper, there is work that focuses on security models

for accountability [99, 100, 99], interactions between security mechanisms that can

provide assurances and the legal system have also been studied previously [101,

102], as well as the production of evidence by systems [103].

Our work differs from this existing body of work by considering how account-

ability mechanisms, in particular transparency enhancing technologies, can be used

to contest norms enforced by code when designed to support existing processes

such as legal disputes, rather than the predominant focus on obtaining assurances of

compliance with a norm.

More recent work does address contestability, such as the work of Lyons et

al. [104] who, like us, consider the ability to contest via legal processes but focus

on higher level design principles. Our work is complementary to theirs, approaching

contestability from the perspective of digisprudence and discussing specific techni-

cal security mechanisms.



Chapter 4

Log Based Transparency Enhancing

Technologies

4.1 Introduction

As systems perform operations and assist decisions that can have an important im-

pact on a person’s life, transparency is often suggested as a way of identifying flaws

in a system, enabling accountability, and making it more likely that flaws are recti-

fied and their impacts mitigated.

Transparency, however, is a complex property to require from a system. It does

not entail any specific meaning or way of implementing transparency, particularly

in systems deployed in an environment that is adversarial to the accountability that

transparency should enable. What information is revealed? In what form? By who?

To whom? How? As a result, transparency does not always work as desired and is

sometimes even counterproductive [98].

In this chapter, we consider achieving transparency based on logging mecha-

nisms. This involves technical considerations, such as logging, sanitising, releasing

and querying data, as well as non-technical external mechanisms that determine

what can be done once transparency is in place. Our aim is to provide a systemati-

zation that brings the relevant aspect of each mechanism into one view of log based

transparency enhancing technologies.
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Outline of the chapter

We motivate applying transparency to computer systems and give an overview of

transparency and criticisms of transparency in Section 4.2, before outlining log

based transparency enhancing technologies based on four essential mechanisms in

section 4.3: logging, sanitization, release and query, and external mechanisms.

In Section 4.4 we discuss threats to transparency mapped to the essential mech-

anisms outlined in the previous section and editorial control and individual evi-

dence.

We consider the infrastructure that supports logging in Section 4.5 and the in-

teraction between transparency and privacy in Section 4.6. To illustrate our discus-

sion we provide in Section 4.7 two case studies of transparency systems, Certificate

Transparency and cryptocurrencies.

Methodology

Transparency is a broad topic that many fields have independently studied, not all

of which can be covered here. For work on transparency from other fields, we have,

therefore, focused on work from Law, Philosophy, Business, and Economics, which

provide a basis for thinking about transparency and computer systems.

Because of our focus on log based transparency enhancing technologies and

the security of the mechanisms involved in such systems, we have endeavoured to

find relevant papers from the information security literature by going through pub-

lications at major conferences like IEEE S&P, ACM CCS, NDSS, Usenix Security,

PETS, and ACM FAccT, as well as searching for papers from other smaller confer-

ences, workshops, and journals, including those in adjacent fields (e.g., HCI, STS).

Work that relates to transparency but not directly to log based transparency enhanc-

ing technologies (e.g., work on transparent machine learning) is out of scope and,

therefore, not included.

4.2 A Short Overview of Transparency
Transparency can be defined as “the quality of being done in an open way without

secrets” [105]. Applied to an organization, it can mean that the organization is



4.2. A Short Overview of Transparency 36

“open, public; having the property that theories and practices are publicly visible,

thereby reducing the chance of corruption” [106].

These definitions express the basic intuition that if something is being done

transparently then it cannot be done badly without it being noticeable. As Brandeis

put it, “sunlight is said to be the best of disinfectants” [107].

This should create an incentive to ensure that things are done well if there

is a high likelihood of being held to account, making transparency an enabler of

accountability or other ethical principles (e.g., safety, welfare) [108].

Transparency such as open data practices promoted by both governments [109,

110] and academics [111, 112], lead to the public release of data that is used to

determine policy. Open data practices are also used in scientific research to allow

results to be reproduced, further research to be conducted, and new algorithms to

be benchmarked.

In a more bottom-up manner, freedom of information laws have enabled the

media, NGOs, and the public, to make requests for information that can be used

to hold public authorities to account. Other regulations, such as the GDPR [113]

give individuals the right to request a copy of their personal data that is held by

a controller (Article 15), require that personal data should be “processed [...] in a

transparent manner in relation to individuals” (Article 5), and as general data pro-

cessing principles that “it should be transparent to natural persons that personal data

concerning them are collected, used, consulted or otherwise processed and to what

extent the personal data are or will be processed” and “the principle of transparency

requires that any information and communication relating to the processing of those

personal data be easily accessible and easy to understand, and that clear and plain

language be used” (Recital 39).

Access to data also helps mitigate information asymmetries. The work of Ak-

erlof on information asymmetries in markets [114] has led to security economics

re-framing many security issues (e.g., software security) as problems of informa-

tion asymmetry [115, 116], which can be dealt with by requiring data standards and

disclosures.
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This ties into Saltzer and Schroeder’s open design principle [117]. Most se-

curity mechanisms (e.g., cryptographic algorithms) are open, enabling users with

the technical knowledge required to assess a system’s code or specification to deter-

mine whether they want to rely on the system. Beyond the specification and code of

a system, nutrition labels for datasets [118, 119, 120] and models [121], and privacy

labels [122, 123], have been proposed.

4.2.1 Transparency matters for computer systems

Security mechanisms are designed to allow certain properties of systems (or the

data they operate on) to hold; for example, integrity, confidentiality, or availability,

but no system is perfect. However, designs can be flawed, implementations can

suffer from software bugs or faulty hardware, and systems can be misused. Security

Economics tells us that we should not expect perfect security in practice, even when

technical mechanisms appear to be sufficient in principle [116, 115].

Even if we perfected the design of systems, designing and implementing com-

plex systems that are entirely formally verified is currently unrealistic and would

not prevent harms that occur because of a system that, operating as intended, ap-

plies harmful norms [3]. Information is routinely copied, aggregated, and analysed

across networks operated by different parties, rendering strict enforcement mecha-

nisms impractical compared to relying on accountability [124]. Notions of appro-

priate use may depend on the data itself as well as the context – an emergency that

requires immediate access to medical data would render any strict security mecha-

nism preventing this useless [100].

More generally, evaluating strict compliance with norms assumes that there are

reliable norms, despite many systems operating in grey areas [3]. As systems grow

in size, complexity, and scope of applications that impact people’s lives, the ability

to evaluate systems is increasingly important, not only for auditors or regulators but

also for users who may change how they interact with the system [125].

Evaluating systems is not new, and system operators routinely do so internally

but this does not always work to reduce the harm that a faulty system can cause.

There can be issues with how the evaluation is done; for example, because of flawed
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mechanisms or metrics. Even if a system operator detects faults in the system it

operates, it still has to address these faults and may not do so if it does not have the

incentive or the capacity (technical or economic) to do so.

Systems are not inherently inscrutable [126], but those to whom harm is caused

cannot necessarily detect or show that the system is at fault, despite being those that

have a greater incentive to do so. Access control mechanisms that regulate rights

over a system tend to favour those who design or commission these access control

mechanisms (e.g., system operators), rather than those subject to the system who

have no ability to access useful information via the system itself.

Privilege over information about the system, such as known error logs,

means that system operators can manipulate disclosure procedures to their advan-

tage [127]. This includes many types of systems, such as accounting systems (e.g.,

Horizon, linked to one of the biggest miscarriage of justice in the UK [128]),

breathalysers (See Bellovin et al. [129]), and newer data processing systems that

result in unfair and harmful outcomes [130, 131].

Transparency enhancing technologies offer a way to not only provide trust-

worthy transparency through the use of security mechanisms but also to scale

transparency. For example, the IPCO, which audits law enforcement requests for

telecommunications data in the UK, perform local inspections of a limited amount

of offices to produce their audit [132]. Transparency enhancing technologies could

allow for larger and more efficient audits of many practices.

Moreover, while transparency can have negative effects on people if they re-

spond to transparency with hiding behaviour, impacting their performance [133],

the opposite could be true for computational systems with secure transparency

mechanisms because the performance of such systems is determined by the code

and infrastructure it runs on, not on whether or not it is being observed. Given two

systems that perform similarly, if transparency is cheap enough to implement and

expensive enough to cheat once implemented (e.g., breaking the logging mecha-

nism’s cryptographic properties), the honest transparent system will be cheaper to

operate than the one that tries to cheat transparency, which should make it more
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competitive. (That is unless the system is so broken in the first place that whatever

is revealed by transparency condemns the system.)

Transparency can also be seen as a tool for efficiency. Decentralized systems

are often desired because they do not rely on a central party, but centralized systems

are typically more efficient to operate They can also make more sense logistically,

for systems that either involve sensitive data that cannot be used in an encrypted

form for operational reasons or simply to avoid the burden of coordinating many

(sometimes unaligned) parties. A decentralized transparency enhancing technology,

overlaid on top of a centralized system with a trustworthy interface between both,

can provide a useful compromise between the inherent efficiency and logistical ad-

vantages of the centralized system and the lesser trust required by a decentralized

system.

4.2.2 Forms Of Transparency

Transparency can take numerous forms based on the direction in which information

flows, the type of information that flows, and when it flows.

Directions of transparency are reminiscent of basic access control models (e.g.,

Bell-LaPadula [134] and BIBA [135]), which determine in which direction (up-

wards or downwards) information can be read or written. Unlike many access con-

trol mechanisms, however, transparency requires that information leaves the system

and be accessible by users with no privilege over the system, and restricts the write

access of privileged users over this information.

Concerning the type of information, there can be information about inputs to

a system, processes executed within the system, and outputs of the system, where

different levels of transparency (or data granularity) matter. For example, when

revealing the inputs to a system, the ordering of inputs can also be important as the

ordering of data used to train a model can affect its performance [136].

Timing determines when information is made available. It is uncommon

to have real-time transparency when humans are involved as knowingly being

surveilled can affect behaviour [137]. A computer cannot be aware that its actions

are being logged but a human user of the computer will be, so this can still be a



4.2. A Short Overview of Transparency 40

concern in some cases. Even for entirely computational systems, transparency may

only be useful if there is enough information to obtain an aggregate view of the

system’s performance but systems such as cryptocurrencies offer a live transparent

view of the system.

4.2.3 Criticisms of Transparency

Lack of effectiveness

The assumption that underpins much of the belief in transparency is that it will

lead to accountability, better behaviour, and increased public trust. Criticism of this

assumption is centred around the gap between the dissemination of information and

its usefulness in enabling sanctions on a misbehaving party [138].

Etzioni has argued that there is little evidence that supports the view that trans-

parency is an effective accountability mechanism [139]. The argument is that trans-

parency is no alternative to regulation (it can only be complementary) because

regulations cannot be replaced by offloading the responsibility of demanding and

analysing data to citizens without the time or other resources to handle these tasks.

This is backed up by Ferry and Eckersley, who found that, in the UK, the

replacement of formal audits with requirements for English local authorities to

publish datasets (with little contextual information) weakened accountability [140].

In countries without regulations that implement effective accountability, however,

transparency can be effective at bypassing corrupt official audit processes [140].

The issue is that information being transmitted about a bad outcome does not

prevent it. Moreover, it does not prevent future bad outcomes either as it does not, by

itself, mitigate their possibility. A practical example of this is mandated disclosures

such as nutrition labels, which do not prevent any nutritional harms that, in any

case, are linked to many factors beyond the nutritional value of a food item. The

same is likely to be true with proposals for data and privacy nutrition labels. A label

stating that a dataset has flaws does not prevent anyone from using the dataset and

producing a flawed model trained on that dataset.

Research on the effectiveness of privacy labels has also shown that issues of

judgement and misdirection could render transparency ineffective [141, 142]. De-
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velopers themselves are not always well equipped to evaluate the labels they cre-

ate, because privacy is not necessarily their expertise and they may not account for

harms that are unknown to them [143]. If any harm is perceived as originating from

the use of a problematic dataset or privacy-invasive system, a system operator will

not be prevented from deploying such a system and may also rely on nutritional

labels as cover if the process that produces these labels can be influenced.

Yu and Robinson have a similar view on open government technology and data,

arguing that while it may allow the public to contribute in new ways, it does not

create any government accountability [144]. Open government initiatives generally

do not imply any effect on how government works (other than publishing data) so

any faulty process is likely to remain in place. Thus, open data and transparency

may be used as a trojan horse for other political goals [145].

If transparency by itself does not entail accountability, it follows that it also

does not necessarily create trust. Despite greater access to information, for example

in the case of government transparency and freedom of information, trust has not

increased [146, 147, 148, 149]. If transparency only reveals systemic faults, why

trust such a system?

Restricted transparency

Obtaining information that is theoretically available, for example through Freedom

of Information requests, can also be an issue that requires people to develop specific

expertise. In other cases, the release of bulks of information may also obfuscate

important information [150]. Even if a party is honest, the release of information

implied by transparency does not necessarily imply the effective communication

and understanding of that information [147] or that the information that is released

is not chosen purposefully to serve a chosen narrative [151].

These criticisms extend to algorithmic transparency for black box computa-

tional systems [152, 153]. Burrell distinguishes three forms of opacity in the context

of algorithmic systems, opacity as intentional corporate or state secrecy, opacity as

technical illiteracy, and opacity as the way algorithms operate at the scale of appli-

cation [154].
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Rights such as data subject access requests may also not work well in prac-

tice [155]. This highlights the gap between transparency and other properties (e.g.,

fairness and explainability) of a computational system. Knowing the inputs, rules,

and outcomes of a complex system may not be enough to understand its processes.

Thus, while auditing is necessary and possible, auditing decisions that result from

algorithms can still pose a significant challenge [156].

Even systems that are open source are not necessarily more or less secure than

closed systems [157, 158] because there are many steps in between code being

released in open source form and bugs in the code being identified and fixed, such

as having the necessary resources and processes to fix bugs. Again, this highlights

the gap between the availability of information and actions taken based on that

information – in this case, auditing for and fixing vulnerabilities.

Tension with privacy and confidentiality

Another criticism of transparency is that it can cause harm privacy or negatively af-

fect businesses that rely on confidential components in their systems. This is partic-

ularly important for systems that process sensitive data, despite the fact that greater

transparency about the sharing and processing of sensitive data may be desirable.

The potential privacy harms brought on by the release of information are also

used to restrict transparency. Freedom of information requests may be refused if

they involve the release of personal information that would contravene data protec-

tion principles [159, Chapter 36, Part II, Section 40].

Similar situations occur when it comes to challenging systems. For example,

Uber invoked privacy concerns to impede a challenge by Uber drivers seeking to

obtain information about the system that they were subject to [160]. More generally,

unless compelled to, companies are often extremely reluctant to disclose anything

that they can argue falls under commercial confidentiality.

4.3 Essential Mechanisms
This section introduces transparency enhancing technologies based on logging

mechanisms, sanitization mechanisms that process the data into a format suitable
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Figure 4.1: Summary of essential mechanisms for transparency enhancing technologies
(logging, sanitization, release and query, external) and their place in a trans-
parency process.

for release, release and query mechanisms, and external mechanisms to make use

of transparency. Figure 4.1 illustrates where each mechanism takes place and the

parties it relates to.

Logging involves the system operator of the subject system and log, which is

maintained by log operators.

Sanitization takes place either between the logging mechanism recording in-

formation and committing it to the log (e.g., to protect commercially confidential

information that even trusted auditors may not see) or before the release and query

mechanism (e.g., to allow for both privacy-preserving releases of information and

access to raw data depending on the party information is released to, and enforce

access control to information).

The release and query mechanism relates the log to the users of transparency

(auditors, data subjects, and other individuals) who then relate to each other and

take action through external mechanisms.

4.3.1 Logging mechanism

Transparency requires information to be recorded and traceable [161], for example

in the form of a chronological list of events or actions that have taken place, a record
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of the data used by the system to operate, or even a complete record of any byte in

a current or past state [162].

Secure logging mechanisms have been of interest to cryptographers for a long

time [163, 164, 165, 166, 167, 168, 169, 170]. For the purpose of transparency, they

have coalesced under authenticated data structures [31, 32] and transparency over-

lays [29], which are designed to broadly ensure that the log is verifiably append-

only, can be used to lookup information, and is consistent in the sense that it

shows the same information to everyone and does not equivocate. This is typi-

cally achieved with Merkle trees or blockchains, although more recent work has

also explored the use of append-only dictionaries.

Merkle Trees

Merkle Trees are binary trees based on a hash function h such that each node i takes

the value hi = h(hle f t(i)|hright(i)) based on its left and right children. Given that h

is collision-resistant, tamper resistance is guaranteed as modifying any node will

result in a different root hash. This makes it possible to verify the integrity of any

data encoded as a leaf in the tree.

A history tree, following the work of Crosby and Wallach [171], grows from

left to right and is used by systems like Certificate Transparency [172]. This allows

for logarithmic-sized proofs that the log is append-only as new values (e.g., the

hashes of new certificates in Certificate Transparency) are added to the log by a log

server. This addition results in a new Merkle tree and root hash, which is signed

by the log server. Because the tree grows from left to right, it is then possible to

efficiently verify that the new Merkle tree includes everything that was included

in the old one, showing that it is append-only. Looking up specific certificates,

however, requires linear-sized proofs.

As shown by Chase and Meiklejohn [29] the Certificate Transparency log sat-

isfies consistency, meaning a potentially dishonest log server cannot get away with

presenting inconsistent versions of the log to different parties, non-frameability,

meaning that parties cannot blame the log server for misbehaviour if it has behaved

honestly, and accountability, meaning that there exists evidence that can be used to
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implicate log servers that promised to include events but then did not.

A prefix tree, as used by CONIKS [85] to allow users reliant on a PKI (e.g., for

communication apps) to verify the consistency of the public keys of other users, has

leaf nodes ordered in lexicographic order. This makes it efficient to look up values

in the tree, although showing that the log is append-only now requires linear-sized

proofs. For example, a client can register name-to-key bindings in the Merkle tree’s

leaf nodes, which other clients can then lookup on behalf of other users. To verify

a name-to-key binding in the tree, a client checks the signed tree root (STR), which

includes the root hash and a hash of the previous STR (successive STRs form a

chain), and the inclusion of that name-to-key binding with the path from the root to

the leaf node for that name-to-key binding.

Non-inclusion of a name-to-key binding can also be checked by verifying that

given an index (i.e., a name), there is no key data mapped to it.

To prevent incidents, clients monitor their user’s key bindings do not change

unexpectedly and verify that the PKI’s identity providers are presenting consistent

versions of their key directories to all participants by checking that a provider has

correctly signed the STR and that the hash of the previous STR matches what was

previously seen.

Combining Merkle trees

A prefix tree and a history tree can be combined to form a verifiable log-backed

map [173, 174, 175, 176]. (The prefix tree can alternatively be a hash treap [177,

178].)

The prefix tree in a verifiable log-backed map, which can be in the form of a

sparse Merkle tree pre-populated with all possible hashes (e.g., 2256 leaves to match

all possible SHA-256 outputs) [179, 180], serves as a map (i.e., key-value store),

while the history tree is used as a log that records all signed root hashes for the map,

ensuring that clients can verify that the map they are shown has also been shown

to others that have audited the log. This combination of both types of Merkle trees

allows for a wider range of efficient proofs than either type of Merkle tree could

support on its own (i.e., append-only for the history tree, look-ups for the prefix
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tree) [173]. Users, however, still need to collectively check that both Merkle trees

track the same keys and values.

A third Merkle tree can be added to construct an unequivocable log derived

map [181], in which the first tree is a history tree log of operations, which are

batched into a prefix tree that allows efficient lookups of operations, and the third

tree records the root hashes of the second tree.

More recent work by Hu et al. [182] also combines history and prefix trees by

proposing a history tree in which the internal nodes store the root hashes of prefix

trees. At any given epoch, the root hash of the history tree summarizes the state

of all prefix trees at that epoch, making it easier to monitor new changes, while the

internal prefix trees make it easy to look up key values in the current epoch. Because

the history and prefix trees are part of the same tree, checking that both trees track

the same keys and values is easier.

Reijsbergen et al. [183] also combines several types of Merkle trees, this time

a prefix tree in which all the leaves are the root of a Merkle sum tree in which nodes

contain homomorphic commitments to the sum of the values of their child nodes,

down to the value of each leaf. The prefix tree structure enables efficient lookups

whilst the sum tree makes it possible to support a wider range of queries (sums,

counts, averages, min/max, and quantiles) with integrity guarantees.

Append-only dictionaries

Append-only dictionaries based on bilinear accumulators [184] have been proposed

as an alternative to Merkle trees, enabling logarithmic-sized append-only proofs

and polylogarithmic-sized lookup proofs, although high append times and memory

usage, meaning this approach is not yet practical.

Blockchains

Blockchains provide a decentralized and tamper-resistant way of updating and

maintaining a global state. Transactions that update the state are logged on the

blockchain, making it possible to replay all transactions and to verify that something

has happened if it is included in the blockchain, as well as when it was included.

Beginning with Bitcoin [185], blockchains have been used by cryptocur-
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rencies to provide a transparent record of transactions over a network. As

Ethereum [35] and later projects have shown, it is possible to rely on blockchains

to execute arbitrary programs (smart contracts) and record these executions on the

blockchain. This allows a wide range of applications to run transparently on top of

a blockchain or to use an existing blockchain to store evidence in a tamper-resistant

way [18, 17, 186, 83, 2].

Blocks in a blockchain store data (including the state of a smart contract) in

Merkle trees so transparency applications that run on top of Merkle trees can be

adapted to a blockchain so that its consensus protocol replaces the need for gossip-

ing between clients that is required in a Merkle tree based system to guard against

equivocation [187, 188].

Blockchains can be permissionless or permissioned. For logging purposes, the

effect of choosing one or the other is that in a permissionless setting, it is possible to

use an existing public blockchain, such as Ethereum, in which case the blockchain

will be maintained regardless of your use case because many other applications rely

on it, as well of the value of the underlying cryptocurrency. Thus, any incentives

to maintain (or not) a reliable log are taken care of (at a price determined by the

underlying cryptocurrency).

On the other hand, relevant events may not appear in an accurate chronological

order because their inclusion will depend on miners who will primarily care about

including the transactions that maximize their revenue rather than the needs of a

single transparency application.

The effort required to use an existing public blockchain and write a smart con-

tract for it may also be much less than deploying an entire system like Certificate

Transparency, allowing for more applications of transparency.

In a permissioned setting, known pre-determined parties will have to ensure

that the log is maintained but, because there is no need for an underlying cryptocur-

rency, the system could be set up to include new events to the chain as they arrive

rather than at the wishes of an uninterested miner. In this case, because all par-

ties are known and the blockchain is more likely to be application specific than a
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general-purpose blockchain, this setting is also much closer to deploying a Merkle

tree based system like Certificate Transparency, with the benefit (or cost) of having

a consensus protocol.

4.3.2 Sanitization mechanism

The information recorded on a log will often be sensitive, in the sense that it affects

the privacy of an individual or that it reveals confidential information about the

system it is pulled from. For this reason, sanitising the information that is logged

will be necessary but must be done in a way that does not compromise the desired

transparency.

The sanitization mechanism determines how logged information is processed,

in plaintext (i.e., unsanitized), through a privacy-preserving form of data release

(e.g., by adding noise or generating a synthetic data [2]), in an encrypted form

to be decrypted by specific parties (e.g., designated auditors being given access

to raw data, individuals accessing individual evidence [2]), or using cryptographic

techniques such as zero-knowledge proofs to assert relevant properties of the logged

information without revealing the underlying data [17, 18, 83].

Access to unsanitized information may be required if no sanitization mecha-

nism exists that is compatible with the desired transparency. For example, there

may be no way to satisfy reasonable differentially private bounds without adding

excessive noise, to produce zero-knowledge proofs that assert the necessary proper-

ties of the logged information, or simply to rely only on cryptographic proofs about

data. In such cases, it may be necessary to permit access to unsanitized data by

designated auditors, while the public is given access only to sanitized data that can

be used to verify the results of an audit published by the designated auditors.

Beyond the data itself, identifiers (and other metadata) that allow users to verify

their individual data may also need sanitization. CONIKS, for example, uses a ver-

ifiable random function to produce a user identifier for the log that does not reveal

the identity of the user to others [85], and more recent work has introduced append-

only zero-knowledge sets that minimize the leakage from queries [189, 190].
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4.3.3 Release and query mechanism

Once data is logged, it must also be possible to release the data or perform queries

on it. As shown by Reijsbergen et al. [183], it is possible to implement (Merkle tree)

logs in such a way that they natively support broader queries than simple lookups,

but more can also be done.

Given a database, it is possible to store the hash of the database on a log,

enabling users to verify that the database they are querying is the same as the one

indicated by the log if they can download the entire database, but this does not

guarantee the integrity of a query on that database.

Work on single client authenticated databases [191, 192]; that is, outsourced

databases that guarantee the integrity of queries and updates to the database, has

led to work combining authenticated databases with a log such as a blockchain on

which a smart contract is running [193]. The log ensures consistency and allows

clients to verify that the database they are querying (without needing to go through

the blockchain) is the database that has been recorded on the log, allowing for a

broader set of queries than what is natively supported by the log itself.

Specialized formal languages, similar to TILT [194] (developed for the GDPR

transparency requirements), could also be developed to produce application-specific

transparency APIs that return human-readable answers to queries.

As discussed in the case of sanitization mechanisms, data may appear in differ-

ent forms to different parties. For example, only some designated auditors may be

able to access raw data. One way of doing this is simply to encrypt data under the

relevant parties’ public keys so that only they can decrypt the raw data, but another

possibility is for the release and query mechanism to implement access control that

determines who can query the log. Depending on the type of log, this may be more

or less simple. For example, a blockchain based system can implement access con-

trol via a smart contract. This could also be set up to log queries if necessary. For a

Merkle tree based system the access control mechanism would have to be built on

top of the logs.
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4.3.4 External mechanisms

Transparency cannot be expected to be effective by itself, it must work to enable

action based on what it reveals. For example, if transparency produces evidence

that a system has malfunctioned, it can allow aggrieved parties to take legal action,

governance decisions about a platform or network [195], and the removal of parties

from a network if they cause a fault [196]. This entails supporting processes such as

public discussions about the system to which transparency is applied and, for prac-

tical accountability purposes, legal processes that resolve disputes about a system

or more automated processes that similarly make it possible to contest actions taken

by the system. This is a key difference between tools that evaluate the compliance

of a system with preset norms (e.g., the correct execution of a program) and trans-

parency enhancing technologies that can allow the norms enforced by a program to

be contested [3].

This process starts with users being able to check information that is relevant

to them or being notified about such information. Notification tools [197, 198, 199,

77, 200, 201, 202] are a useful way to keep the user in the loop, without needing

them to perform queries, when their explicit consent for an action is not required,

but this does not necessarily allow a user to contest any action that is taken.

For an action to be contested, there must first be evidence of that action. Often

a program is assumed to have been correctly executed unless there is evidence of

the contrary, but systems often fail to produce such evidence [103]. Transparency

should address this, and gossip and consensus protocols can also play a part in

spreading evidence and reaching a conclusion about evidence. What is then impor-

tant is that the evidence be useful.

For an automated process, the proof must fit the requirements of the program

that will evaluate it. For a non-automated process, such as a legal process, evidence

being useful means that it should be admissible in the relevant jurisdiction. Admis-

sibility involves the data itself and also the authentication of the data, its integrity,

the network over which the data is exchanged, and how it is then stored [203].

In both cases, this requires the form of the evidence and the process in which
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it will be used to be taken into account before it is produced for it to be useful. In

the non-automated case in particular, evidence is not sufficient to contest a system

by itself (unlike automated processes) and the outcome of the dispute process can

vary much more, up to contesting the existence and norms of the system.

In such cases, it may not always be clear when considering a single event,

why the system failed [7]. This can require a broader discussion about the system

and both the individual evidence and aggregate evidence (e.g., error rates) about

the system to be considered to see which is more likely. To act on information

also requires the ability to understand that information, which can be made easier

via explanations [204], context [112], and labels [119, 122]. This is particularly

important, but also challenging, because disclosure practices are not always well

designed [205].

4.4 Transparency and Security
Although many transparency enhancing technologies have come from security and

cryptography research (e.g., cryptographic logs) and, therefore, have involved a

security-focused approach, this is not always the case. Moreover, even for crypto-

graphic mechanisms, threats are typically expressed in terms of the cryptographic

properties of the mechanisms, particularly when these mechanisms are introduced

as abstract primitives, useful for applications outside of transparency, rather than as

part of a system focused on transparency, which is our approach here.

4.4.1 Assets and beneficiaries of transparency

The inputs, processes, and outputs, of systems are assets for the parties that own

and operate them. The value of these assets can depend on their confidentiality.

Datasets, a codebase, a machine learning model and its outputs, can all contribute

to a competitive advantage, and their confidentiality can also help avoid liability for

flaws in the system, or give the illusion of technical sophistication.

Transparency can benefit system operators if it increases public trust. This can

be true regardless of whether or not the system is good by any measure because an

organization operating a flawed system may engineer a form of transparency that
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does not reveal these flaws by, for example, limiting transparency to only reveal

favourable information.

Because transparency does not necessarily increase trust, however, operators

of reliable systems may feel they have little to gain and operators of unreliable

systems may have little to lose. That is unless transparency is deployed in such a

way that, for example, it harms those who operate unreliable systems by enabling

consequences.

For the public, transparency should be a valuable asset, revealing useful infor-

mation about a system over which they have no control and allowing them to take

action by choosing whether to use the system, contest it, and hold the system oper-

ator to account for any faults. Privacy concerns over the public release of sensitive

data that pertains to them may, however, be an important drawback.

Thus, transparency can be both beneficial and a drawback for system oper-

ators and the public, and, importantly, the ways in which the public may benefit

from transparency may be a drawback for the system operator. When this is the

case, it should be ensured that blame avoidance strategies (e.g., avoidance of record

keeping, gaming performance metrics) are not put into place [206].

4.4.2 Threats based on essential mechanisms

Logging

The logging mechanism relates to the system operator of the system, from which

information is recorded, and the log operators that maintain the log. Assuming

that the logging mechanism is based on sound cryptography (e.g., a secure hash

function, public key encryption scheme, and digital signature scheme) then what

remains as a threat is the ability of a malicious system operator (or whichever party

is responsible for logging information) that attempts to compromise what makes it

to the log in the first place.

sanitization

As sanitization can take place before or after information is logged, threats can

come from either the system operator (before logging) or from data releases and
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queries (after logging).

A system operator could try to compromise a sanitization mechanism just as

they would the logging mechanism itself. A sanitization step taking place before

the information is committed to the log would be intended to work towards the con-

fidentiality of commercially sensitive information about the system or to respect

the privacy of users who relate to logged data. This could be abused by the sys-

tem operator to hide other information without having to compromise the logging

mechanism.

For a sanitization mechanism that takes place after information is logged,

threats are posed by parties attempting to learn private information about others

from the information they have access to.

The sanitization mechanism could also be used by log operators, if sanitiza-

tion is done at the interface between the log and users of transparency, or auditors,

if they are given access to raw information that they sanitize for public release, to

compromise the information that is released. This can be achieved either by pro-

ducing sanitized information that does not relate to the original information (e.g.,

releasing wrong statistics) or relying on an honest use of a sanitization mechanism

that obfuscates some information as part of its use (e.g., by adding noise).

Release and query

The form of the information made available by release and query mechanisms will

depend on the sanitization mechanism, so the threats that are specific to release and

query mechanisms will be those that target the access control it implements and

the integrity of the information (sanitized or unsanitized) that is released. Given

that information should broadly be released to everyone except for individual evi-

dence (available only to data subjects) and unsanitized information (available only

to trusted auditors), the threat is that any other party may try to pose as an individ-

ual or trusted auditor to gain access to their privileged information. The right to

access under the GDPR has been abused for this purpose [207], as well as to infer

information about the organization answering the query [208].

If information is simply released, without the need for queries, threats could be
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Table 4.1: Threats for transparency enhancing technologies based on editorial control (EC)
and individual evidence (IE).

Mechanism Threat Affected transparency property Threat actor(s)

Logging Compromised logging mechanism (EC, IE) Integrity System operator
Compromised log server (EC, IE) Integrity, Availability Log operator
Collusion between system operator and log operators (EC, IE) Integrity, Availability System operators, log operators

sanitization Loss of privacy for data subjects Respect of privacy and confidentiality Users of transparency
Control over logging (EC. IE) Availability System operator
Control over release and query responses (EC, IE) Integrity Log operators, auditors

Release & Query Access to raw data or individual evidence Respect of privacy and confidentiality Users of transparency
Restricted releases (EC, IE) Availability, interpretability Log operators, auditors
Constraints on queries (EC, IE) Availability, interpretability Log operators

External mechanisms Misinformation & disinformation Interpretability Auditors, data subjects, third parties
Lying about individual evidence (IE) Trustworthiness Data subjects
Discrediting individual evidence (IE) Actionability Third party individuals

posed by having only a partial release of information, or a different release of infor-

mation to different users. When queries are involved, the threats are that the query

mechanism could constrain acceptable queries to queries that are not practically

useful. It could even do so for a priori valid reasons such as limiting the privacy

loss associated with queries, as in a differential private query model once the pri-

vacy budget is used up. A limited query mechanism could also serve to require an

impractically large number of queries to obtain any useful information.

External

External mechanisms (not necessarily technical mechanisms) represent the inter-

actions between users of transparency and the actions that they can take based on

it. The threat in this case is misinformation and disinformation and the threat ac-

tor can be any user of transparency giving (mistakenly or intentionally) inaccurate

information.

This can be seen as an attack on the integrity of the information made available

through transparency, which can be mitigated by ensuring that the same information

(barring individual evidence) is available to all. In the specific case of individual

evidence, it should be ensured that an individual cannot lie about their individual

evidence, but also that they can use that to show that any individual evidence they

disclose is correct.

Editorial control and individual evidence

Examining different attempts to implement transparency around the world, Taylor

and Kelsey found that the two general threats to transparency were editorial control,
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the ability to control what is made transparent, and individual evidence, the ability

to suppress the ability of a person to find information that relates to themselves

through transparency [98].

We relate this to the mechanism-specific threats we have outlined above in Ta-

ble 4.1. Both editorial control and lack of available individual evidence can occur

through the system operator (logging mechanism), and the log operators and au-

ditors (sanitization and release and query mechanism), resulting in effects on the

external mechanisms.

4.5 Transparency Infrastructure

4.5.1 Requiring and maintaining transparency

Deploying transparency requires an infrastructure that supports the operation of logs

and the storage of any data required, including data that may not be stored on the

log. Because logs (and any other data) may be used after the system (or its opera-

tor) it originates from stops operating, they must be stored independently from the

system. Thus, although a centralized approach could be sensible on the basis that

only the system operator has a business reason to store that information, it may not

be reliable for transparency.

Relying on distributed storage, however, raises questions about how to dis-

tribute it. Parties such as NGOs monitoring government activities or public insti-

tutions monitoring some businesses may have a strong incentive to support trans-

parency infrastructure that relates to issues that they investigate as it directly sup-

ports their goals.

This can also be the case in commercial settings. Google, for example, is

responsible for the design and deployment of Certificate Transparency. Because

Google Chrome is the dominant browser [209], it has a direct interest in keeping

Certificate Transparency operational, requires that any certificate appears in at least

two logs, and operates some of the logs itself. (Google previously required one of

the two logs to be a log operated by Google [210].)

Unfortunately, this example does not generalize well. In most cases, the parties
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that design the transparency enhancing technology may not be those that operate it,

or may not have a direct incentive to ensure its success or the resources both in terms

of influence on the ecosystem and technical resources (e.g., in the case of NGOs) to

guarantee it. Proponents of blockchains and cryptocurrencies argue that they offer

the possibility of designing decentralized systems that, via mechanism design, can

ensure that participants in the system have incentives – typically financial – that are

aligned with maintaining the system. Blockchain can then serve as logs, requiring

only a smart contract to deploy, and services such as Filecoin [211] could also offer

decentralized storage when it is necessary to store more than logs.

Users themselves could drive businesses to provide greater transparency as

they do react to, for example, being shown the extent to which they are tracked [212]

and how moderation is applied [213]. However, they often have to rely on tools set

up by system operators that do not provide complete transparency, or transparency

that users can understand [214, 215]. As we already noted in Section 4.4, system

operators may not be incentivized to provide effective transparency, leading to a

market for lemons.

Regulation could also play a part by imposing a statutory requirement to pro-

vide transparency could be through enforcement action of a regulator such as the

Federal Trade Commission or a data protection authority. The European GDPR,

which effectively applies globally to any service that has users who are citizens of

the EU, notably includes several articles concerning transparency.

Designated auditors may also have the power to ask for the infrastructure

needed to operate a transparency enhancing technology. For example, the IPCO

in the UK is tasked with auditing how law enforcement access telecommunications

data (a yearly report is published [132]) and can require that public authorities and

telecommunication operators provide any assistance required to carry out audits,

which could include implementing IT infrastructure [216, Section 235(2)].

Some regulations, like the German Network Enforcement Act (NetzDG), do

include require transparency requirements about, for example, how unlawful con-

tent is dealt with and have resulted in fines for companies such as Meta. Companies
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differ in how they implement their compliance with this regulation [217] and are

likely to differ in implementing any other kind of transparency requirement. Stan-

dardization may, therefore, be required if there is any hope of achieving reliable

transparency across different types of systems, and this should be done taking into

account threat models and mechanisms to deal with these threat models, and still

allow enough flexibility to adapt to, for example, case-specific sanitization needs.

In particular, because regulators are not the people affected by flawed systems

and can typically only levy fines on system operators who treat these as a cost of

business, transparency that provides information to regulators is unlikely to offer

much progress. Transparency that is user-facing, and can inform users in a way that

allows them to take action on the basis of that information may be more effective.

4.5.2 Truth

A limitation of logs is that their security properties cannot ensure that any logged

data or event is true. Dealing with this depends on how the logging mechanism can

ensure that the recorded value matches that of the object of interest, and what the

logging mechanism actually records.

In Bitcoin, miners reach consensus on which public keys own each bitcoin. A

user may want to send bitcoins to another user but if the transaction is dropped by

the network the transaction fee was too low, then the transaction is never executed

or recorded. Thus, the Bitcoin network is transparent about how the miners view

the network, not about every action of the users in the network.

Moreover, not all real-world transactions are logged because Bitcoin private

keys may be exchanged offline with no mapping between keys and identities to

restrict this.

Likewise, Certificate Transparency is transparent with respect to the set of cer-

tificates accepted by log servers, not with respect to all certificates emitted by cer-

tificate authorities as some may not be logged. Browsers can reject certificates that

do not appear in Certificate Transparency logs, however, which ensures that log

servers that are operated by, for example, Google, have the incentive to log all valid

certificates sent to them by certificate authorities.
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The interface between the device that records information that is logged and

the log is also important.

A malicious recording device would be a clear weakness so a trusted hardware

interface could be used. The security of trusted hardware components may, how-

ever, be centralized if all units are the same. If one unit is broken then, for example,

the attestation key could leak [218], rendering all other units worthless. This is a

case of weakest-link security that depends on the party with the lowest benefit-cost

ratio in securing their unit [219], in a scenario where that party may be adversarial

and have full physical access to their hardware.

Alternatively, it may be possible to rely on non-colluding parties to cross-verify

information.

Problems may also occur if there is no ground truth for the logged data. For ex-

ample, wage transparency could identify wage gaps but if the party that logs salaries

is the business itself, the logging mechanism (or any computation used to identify

a wage gap [220]) can execute correctly regardless of the data (and the resulting

analysis) being true if individuals cannot verify their inclusion in the computation.

Problems can also occur when dealing with physical objects, because this re-

quires a secure way of mapping physical objects to digital objects that can be au-

thenticated once logged. Mechanisms that provide cryptographic-like mechanisms

to authenticate certain physical objects do exist, however. There is a body of work

that studies how paper documents could be authenticated based on their physical

characteristics [221, 222, 223, 224, 225, 226, 227, 228, 229]. This would allow the

document to be logged with its fingerprint, allowing it to be authenticated later if

required.

4.6 Balancing Transparency With Privacy

Because privacy concerns can create legitimate restrictions on transparency, privacy

enhancing technologies that preserve privacy while retaining the utility of informa-

tion can enable transparency. (In turn, transparency can help users identify privacy

risks [230, 231, 232, 233].)
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There are two types of information to consider, aggregate information re-

lated to a population and information related to individuals. Aggregate informa-

tion makes it possible to determine how the system is functioning as a whole and

whether it is, for example, (un)fair, (un)biased, or error-prone. By itself, this can be

enough to reach a conclusion about the system such as whether the system should

be modified, shut down, or to make the choice of participating in the system. For

individuals, it is also important to be able to determine how they are personally af-

fected by the system as, for example, a biased system will not impact all users in

the same way.

In the case of aggregate information, the privacy requirement is that the ag-

gregate information should not leak information about an individual, including the

inclusion of an individual’s data in the data that was used to produce aggregate

information. This often involves differentially private mechanisms that determine

the kind of perturbed data that can satisfy data protection requirements [67, 68],

and zero-knowledge proofs, which allow the execution of a process to be verified

without revealing anything else about the process [19, 14, 15].

For individual information, controlling access to information also matters since

revealing information only causes a loss of privacy if it is revealed to someone other

than the individual it relates to.

While differentially private mechanisms and zero-knowledge proofs appear

necessary to balance transparency and privacy requirements, there are concerns tied

to editorial control and individual evidence that we consider here.

4.6.1 Editorial control

Editorial control encompasses not only the ability to prevent access to information

(e.g., information being logged by the transparency enhancing technology) but also

any way of influencing what is or is not recorded, the format in which it is recorded,

what is shared with who, and the terms under which information is shared.

Differential privacy does this by changing the information that is shared, for

example through the addition of noise or by sharing a synthetic dataset rather than

the original one. While differentially private mechanisms work to preserve as much
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utility as possible, this is nonetheless a form of editorial control that can work in

favour of an adversarial system operator. This is because the addition of noise

disproportionately affects less represented groups in the data. For example, the

adoption of differential privacy for the U.S. Census could effectively erase smaller

towns from census data [234]. More generally, differential privacy could be used,

under the cover of it being a required privacy enhancement, as a way of masking

bad outcomes on minority groups, or to make low-frequency faults disappear.

Another way in which differential privacy can lead to editorial control is by

limiting the number or type of queries that can be made as part of the query mech-

anism of the transparency enhancing technology. Differential privacy assigns a pri-

vacy budget that dictates how many queries can be made (based on their sensitiv-

ity), placing a limit on what and how much data subjects, third-party auditors, and

third-party individuals can do through a query mechanism. It could also allow an

adversarial auditor (perhaps colluding with the system operator wanting to work

against transparency) to exhaust the privacy budget by performing high-sensitivity

queries that do not reveal anything unwanted.

However, this can be avoided by relying on a release mechanism that gener-

ates synthetic data (although not a general solution [235]) that can be queried ad

infinitum, rather than relying on a query mechanism that serves differential private

answers to queries on the database of original data.

Zero-knowledge proofs can also act as a form of editorial control. A zero-

knowledge proof reveals nothing but the truth of a statement, which can remove

context from a query. Requiring that any query by an auditor be expressed as a

provably true or false statement within the constraints of a formal language may

also restrict the range of possible queries, and prevent necessarily vague queries.

Querying for provable statements can also be made inefficient this way as

queries must be designed without access to data. This could mean iterating over

queries of the type “is the number of data points with attribute α greater than x”.

The result of this is that practically speaking, it is only possible for auditors and

individuals to verify statements that are given to them by those who control the in-
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formation that is queried, rather than being able to perform their own investigation.

Moreover, detecting a flawed implementation of a zero-knowledge proof sys-

tem that allows counterfeit proofs to be produced can be hard. Flaws in zero-

knowledge proof systems have only happened by accident so far [236, 237], but

there is a precedent for cryptosystems that could plausibly be exploitable by de-

sign [238]. A malicious system operator could attempt to introduce an intentionally

flawed zero-knowledge proof system that would allow them to appear compliant

with any desired norm.

4.6.2 Individual evidence

Individual evidence is desirable for the simple reason that a general overview of

a system may reveal issues with the system (e.g., it is biased against certain at-

tributes or has bugs) but fail to show their impact on individuals (e.g., if one was

discriminated against or affected by a bug). This requires not only knowledge of the

system’s outcome for that individual, which usually will be known for the outcome

to have any effect although this may not always be the case (e.g., for confidential

processes) but also some form of ground truth for what the outcome could have

been, which in general may be harder to obtain.

For example, the covid-19 pandemic caused secondary education exams in the

UK to be cancelled in 2020 and grades to be awarded based on an algorithm using

results of past students as input. The population outcome was normal by design –

the distribution of grades matched historical distributions for each school – but it

meant that students who performed outside the historical norm could be awarded

lower or higher grades than expected for the sake of preserving the historical grade

distribution. Individual evidence in the form of teacher predicted-grades, however,

made it possible to easily identify how students had been affected (e.g., a student

with a high teacher-predicted grade being awarded a low grade) and the algorithmic

marking scheme was quickly replaced with teacher-predicted grades [239].

Individual evidence can also be useful when there is a dispute about whether

an individual has made an error when using a system or has been a victim of a bug.

Human errors and bugs can happen at reasonably low frequencies so conclusively
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determining whether one is more likely than the other can be impractical, and nei-

ther the presence of bugs in the system nor the possibility of a human error can be

used to invalidate the other [7]. Individual evidence that makes it possible to iden-

tify the error in an event log and a record of actions by the individual could make it

much more efficient to determine whether the error was human or due to a bug in

the system.

The role of privacy enhancing technologies, however, is often to make it im-

possible to link an individual to an input or output of the subject system’s process.

Differential privacy guarantees that an individual does not have too much of an

effect on outputs so that it cannot be determined their data was used to obtain that

output without an additional mechanism that deals with this.

Zero-knowledge proofs remove the relation between the output of the com-

putation it verifies and its inputs. If individual evidence exists, however, a zero-

knowledge proof could be used to show an individual that their individual evidence

was used in the computation. Without this, an adversarial system operator or auditor

could simply use inputs that they choose or generate to obtain valid zero-knowledge

proofs for whatever they want.

This means that the use of these privacy enhancing technologies to allow the

release of aggregate information requires that additional mechanisms be used for in-

dividuals to obtain the individual evidence necessary to contextualize the aggregate

information and the effect the system has had on them.

4.7 Case Studies

4.7.1 Certificate Transparency

SSL certificates are an essential part of web security, allowing a user’s browser

to verify the owner of a website. Certificates are issued and signed by trusted third

parties, certificate authorities, who can be the source of security incidents [240, 241]

An example of this is the DigiNotar hack [242], which led to hundreds of rogue

certificates being issued with DigiNotar’s signing key and DigiNotar certificates

being rejected by most browsers [243, 244, 245].
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Certificate Transparency [172, 246] was developed to address this type of in-

cident. Acknowledging that it is not possible to prevent rogue certificates from

being issued, Certificate Transparency works by making certificate issuance trans-

parent and working against malicious certificate issuance by helping reveal cases

where this happens. This is achieved by using logs based on Merkle history trees

that ensure the list of logged certificates is a secure append-only transparency over-

lay [247, 29].

Certificate authorities submit certificates to the logs themselves and browsers

will only accept certificates that come with a signed certificate timestamp from log

servers, so a malicious certificate authority cannot compromise the efficacy of the

logging mechanism by not submitting certificates that they issue to logs and col-

lusion between a certificate authority and a log server is mitigated by requiring

multiple signed certificate timestamps from different logs.

Certificate Transparency is widely deployed, with the percentage of main-

frame HTTPS page loads and HTTPS connections with at least two valid signed cer-

tificate timestamps reaching above 60% as of 2018 for Chrome users [248]. There

is significant infrastructural backing from organizations like Google, Mozilla, and

Cloudflare, and free services such as Let’s Encrypt [249].

There is no sanitization mechanism involved in Certificate Transparency, al-

though some interactions involve privacy concerns for users. For example, when

their browser queries a proof of inclusion in a log, it reveals the website that the

user is browsing. As a result, most clients do not directly request proofs of inclu-

sion, although solutions based on fuzzy ranges, private set intersection, and private

set membership protocols have been proposed [210].

Reporting that a certificate has not been included in a log also reveals a user’s

browsing activity for that website. This can be mitigated by using zero-knowledge

proofs to allow the browser to prove to a browser vendor (e.g., Google) that it knows

a signed certificate timestamp signed by a log server (without revealing it) despite

the log omitting this certificate, therefore showing that the log does not have in-

tegrity [16]. This approach has downsides, however, as it would require changes to
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log implementations and APIs, and obfuscate details in investigations of log misbe-

haviour [250], showing the tension between transparency and privacy goals.

Other issues exist with the certificates themselves and logs, which can be used

to identify potentially vulnerable websites because websites with expired certifi-

cates tend to more outdated software that may be vulnerable to CVEs [251]. The

volume of information available through Certificate Transparency also makes it pos-

sible to monitor logs to identify new DNS names (i.e., service endpoints) that may

be vulnerable to an attack, rather than inefficiently scanning the IP space [252].

Logs can also be mined to detect subdomains, as well as other sensitive informa-

tion including names, usernames, email addresses, business relationships, and un-

released products [253].

The volume of logged certificates poses scalability issues as well. Monitors,

who fetch and try to spot suspicious certificates, cannot guarantee that fetching

certificates returns a complete set of certificates, meaning that fraudulent certificates

may be logged but not spotted [254].

External mechanisms play an important role in Certificate Transparency. Cer-

tificates must be revoked as time passes or in the event of an incident (e.g., Dig-

iNotar). In such a case, a human decision must be made based on the information

available and the potential to act on that information. The latter means that power is

concentrated in browser vendors (e.g., Google, Mozilla, Microsoft, Apple, Brave)

which are the only parties who can act on certificate transparency revealing a ma-

licious or compromised certificate authority by blocklisting it. Expert users can in

principle also inspect logs, but represent a tiny minority of users.

Gossip protocols should play a role in enabling clients to exchange messages

containing warnings or inconsistencies between signed tree heads of logs [255], but

gossiping is not widespread [256]. There are several ways to work around this,

replacing gossiping as a type of external mechanism with a protocol that is integral

to the transparency overlay.

The first way is to use a blockchain and rely on its consensus protocol for

consistency [187, 188], but this can be expensive because of transaction costs and
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has slow finality if relying on a slow blockchain (e.g., Bitcoin or Ethereum).

The second way is to rely on witnesses (e.g., the different Certificate Trans-

parency log servers) could collectively sign a checkpoint of a log, producing some

form of consensus that the log has been verified up until the checkpoint [257], but

this could suffer from liveness issues if there are too few witnesses.

4.7.2 Blockchain based cryptocurrencies

Cryptocurrencies, such as Bitcoin [185], Ethereum [35], and many others, aim to

enable decentralized peer-to-peer transactions between users that do not rely on any

centralized institutions such as banks, Paypal, and VisaNet [185].

This requires solving the problem of currency minting and double-spending

such that no single user can unilaterally determine the amount of tokens they con-

trol, or spend the same tokens multiple times. This is achieved by relying on a

blockchain, which records blocks of transactions (that refer to the previous block in

the chain), which are mined (i.e., validated) by miners expending a scarce resource

such as computational work (e.g., proof-of-work, proof-of-storage) or stake in the

currency (proof-of-stake) for the right to mine blocks. The state of the blockchain is

public and agreed upon by the nodes in the network through a consensus protocol,

allowing anyone to track any asset on the network.

Chase and Meiklejohn [29] considered the Bitcoin blockchain as one of their

two case studies (the other being Certificate Transparency) in their formalization

of transparency overlays. The important difference between the two systems that

emerged is that miners in permissionless blockchain systems are not known and,

therefore, cannot be held responsible for faults and are not trusted to provide consis-

tent views of the blockchain. This can be dealt with through penalties and slashing

mechanisms that exist in proof-of-stake cryptocurrencies, such as Ethereum [258],

to directly fine or remove from the network block validators that misbehave because

being elected to be a block proposer or validator requires staking funds.

Nonetheless, although it is possible to see what is going on with blockchain

explorers (e.g., https://www.blockchain.com/explorer) that display

the latest block information, users must download, store, and verify the entire

https://www.blockchain.com/explorer
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blockchain to assure themselves they have the correct information.

As blockchains record an increasing number of transactions they become larger

and more expensive to download, store, and verify. For example, the Bitcoin and

Ethereum blockchains now amount to hundreds of gigabytes of data, making it

difficult for most users to operate a node that independently verifies the state of the

blockchain. As a result, users often run light clients that verify only block headers

and the transactions inside blocks, decreasing security.

Transparency in this setting, whether at the stage of validating blocks or later

auditing past transactions, is useless if it is not used to verify the system’s consis-

tency and ensure that only valid transactions are processed, so this is a problem that

relates to the transparency of the system.

One approach to solving this issue is based on succinct blockchains that reduce

the computational costs of verifying the blockchain [259, 260]. Recursive succinct

arguments of knowledge can be produced in time proportional only to the number

of transactions added since the previous block and verified in constant time [260].

To verify the blockchain, this allows blockchains to effectively be compressed from

hundreds of gigabytes (the size of a blockchain after a few years) to a 22 kilobyte

proof that verifies transactions and consensus rules, which can be verified in mil-

liseconds.

Another approach is based on fraud proofs, which involve full nodes producing

proofs of invalid transactions that light clients can efficiently verify to narrow the

security gap between full nodes and light clients [261, 262]. Fraud proofs also play

a role in enabling scaling solutions such as optimistic rollups on Ethereum [263],

which process transactions off the main chain (reducing congestion and transac-

tion fees) and then post only compressed transaction data on the main chain. The

transparency obtained from the transaction data posted on the main chain makes

it possible to verify the validity of transactions and produce fraud proofs for any

invalid transactions. (Zero-knowledge rollups, the alternative to optimistic rollups,

rely instead on proofs of validity to prevent invalid transactions [264].)

Another commonality with Certificate Transparency is that blockchains do
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not necessarily offer much in terms of sanitization mechanisms, and there is no

right level of privacy that is agreed upon, between full transparency that compro-

mises basic privacy expectations and fully obfuscated transactions that rely on the

blockchain as an integrity check rather than a transparency mechanism.

Early systems, such as Bitcoin and Ethereum, do not offer any privacy be-

cause, although they are pseudonymous, it is easy enough to identify unique users

by studying the public transaction flows recorded on the blockchain [265] and trace

coins that have been used as part of some unwanted activity [266, 267], a practice

that has been commercialized by companies such as Chainalysis, TRM, and Elliptic.

More recent systems have attempted to provide greater privacy [268] through

the use of zero-knowledge proofs (e.g., Zcash [269]), ring signatures (e.g., Mon-

ero [270]), coin mixing services (e.g., Tornado cash [271], sanctioned by the US

Treasure since August 2022 [272]), and network level mixing (e.g., Nym [273]).

Not all attempts have been successful in achieving their privacy goals because of

low adoption, design flaws, and the inherent availability of auxiliary information

available via blockchain analysis that can be exploited [274, 275, 276, 277, 278,

279].

Balancing privacy goals with the goal of stopping tainted funds (e.g., stolen

funds) from being laundered through, for example, mixing services has also been

shown to be possible. One possible solution is to produce a zero-knowledge proof

that the funds one has put through the mixing service did not come from any ad-

dress that is publicly associated with tainted funds. In this case, the transparency

that allows the addresses containing stolen funds to be identified would allow other

addresses to use privacy services without the risk of facilitating the laundering of

stolen funds [280].

Another possible solution is collaborative deanonymization [281], which

would allow users to contribute information that helps identify a source of coins

processed by a mixing service, enabling transparency that can be determined by

users themselves rather than system designers.

External mechanisms also play an important role in blockchains and their gov-
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ernance. The blockchain can show miner behaviour such as front-running [282],

evidence of hacks, trace stolen funds, and so on. This has led to important de-

bates about, for example, whether the 2016 DAO hack on Ethereum should be

reversed with a hard fork (leading to the split between Ethereum and Ethereum

Classic) [195], or whether the size of Bitcoin blocks should be increased (leading

to Bitcoin Cash and Bitcoin SV).

Social influence also plays a role in such discussions as public figures (e.g., Vi-

talik Buterin for Ethereum) and influential companies (e.g., Blockstream employed

many Bitcoin Core developers) can sway public opinion. In principle, anyone can

suggest improvements and fork a blockchain to implement their suggested improve-

ments and publicly showcase them. Thus, although miners have the power to en-

force changes as they run the software and validate transactions, and the few de-

velopers with write access to the software repositories have privilege over the code,

transparency enables some redistribution of power as discussions can be based on

entirely public information.

4.8 Conclusion

This chapter provides a systematization of log based transparency enhancing tech-

nologies, identifying the requirements and essential mechanisms of transparency

enhancing technologies, and showing how threat models relate to issues of editorial

control and individual evidence.

There are many use cases for transparency: Certificate and Key Trans-

parency [246, 172, 175, 85, 187, 186, 190, 189], cryptocurrencies [185, 35, 269,

270], binary transparency [283, 284], decentralized authorization [181], and so-

cially driven applications such as transparency about wage gaps [220], financial

markets [285], legal processes [18, 17, 83], data sharing [2] and usage [286],

data mining [287], inference [288], advertising [289], and open government

data [290, 291]. Many of these rely (or could as they adapt their threat models)

on logs and sanitization mechanisms as we have described.

There are clear challenges to tackle, relating to the infrastructure that would



4.8. Conclusion 69

enable transparency, and balancing transparency with privacy and confidentiality

concerns. The two case studies we have provided, Certificate Transparency and

cryptocurrencies, show how many of these challenges arise in practice for each

essential mechanism and, in some cases, how they can be addressed.

Several additional challenges must also be resolved for transparency enhanc-

ing technologies to be practically useful in supporting users and processes such as

legal disputes, in which they will engage based on what transparency reveals, and

regulations that require transparency.

As we have discussed, there are many possible use cases and approaches

that can be taken in designing and deploying transparency enhancing technologies.

Based on the history of transparency, effectiveness is not guaranteed. The design of

transparency enhancing technologies should, therefore, ensure that any technologi-

cal attempt to enable greater transparency focus on making transparency not a goal

in itself but a tool that serves a broader aim in the system in which it is put in place.



Chapter 5

VAMS: Transparent Auditing of

Access to Data

5.1 Introduction

Personal data plays an important role in activities where there is a high cost of fail-

ure, as is the case in healthcare, preventing and detecting crime, and legal proceed-

ings. Often, however, the organizations that need access to this data are not the ones

who generate or hold the data, so data must be shared for it to be used. Such sharing

must be done with care as improper sharing or modification of sensitive data can re-

sult in harm to the individuals whose data is involved, and others, whether through

breaches of confidentiality or incorrect decisions as a result of tampered data. If

there is widespread abuse of personal data, people may become unwilling to allow

their data to be collected and processed even when it would benefit themselves and

society.

Simple restrictions on sharing of personal data can be automatically enforced

through access control and cryptographic protections, such as preventing unautho-

rized parties from accessing databases in which personal data is held. However,

other equally important restrictions involve human interpretations of rules, consent,

or depend on information not available to the computer system enforcing them. For

example, access to medical records may be permitted only when it would be in the

interests of the patient. Similarly, access to communication records may be permit-
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ted only if it is necessary and proportionate to prevent crime.

In such cases, rules cannot reliably be automatically enforced in real-time so

the approach commonly taken is to keep records of access attempts and subject the

actions to audit. Provided that the audit can detect improper activities and viola-

tions are harshly punished, abuse can be effectively deterred. Statistics published

about the audit can also provide confidence to society that access to data is being

controlled and that organizations who can access data will be held to account.

This raises questions about who performs the audit and how the auditor can

be assured that the records they see are accurate. If individuals at risk of their

personal data being misused do not trust that the auditor is faithfully carrying out

their duties then the goal of the audit will not be achieved. However, because of

the sensitivity of personal data and the records containing the justification for data

being processed, not everyone can act as an auditor. Even if it was possible to find

an organization whose audit would be widely accepted, an audit based on tampered

records would not be reliable.

The integrity of the data that is accessed is also important when actions are

taken based on this data. When making a medical decision or conducting legal

proceedings, relying on tampered data can have severe consequences. It may be

possible to refer back to the organization that collected the data to verify its integrity,

but if that organization no longer holds the data or has gone out of business, such

verification is not possible. Digital signatures can provide some confidence that

data is genuine, but if the private key is compromised then any data signed by that

key is subject to doubt, even if it was created before the point of key compromise.

To improve on the current situation, we propose VAMS, a system that enables

transparent audits of access to data requests. This is achieved by allowing auditors

to verify the integrity of the data they see and publish audits that can be publicly ver-

ified without compromising the privacy of the parties involved, as well as allowing

individuals to audit requests for data that relates to them.
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5.1.1 Outline of the Chapter

Section 5.3 introduces our setting, threat model, and goals, which address trans-

parency (verifiable audits of aggregate and individual outcomes) and privacy (the

verifiability of audits cannot reveal more than what is intentionally revealed by au-

dits).

We describe in Section 5.4 the three mechanisms that we use to build VAMS.

Tamper-evident logging provides integrity for the information they see on the log. A

log entry tagging scheme allows users to efficiently find log entries that are relevant

to them. MultiBallot, a novel adaptation of ThreeBallot [70] as a rule-based way of

generating a synthetic dataset, allows published audits to be publicly verified with

only a small expected privacy loss.

The operation of VAMS is described in Section 5.5, while Section 5.6 argues

that it achieves the goals stated in Section 5.3, and Section 5.7 shows that the two

implementations of the log, based on Hyperledger Fabric (HLF) and Trillian, show

sufficient scalability and functionality, as well as the ability to accurately verify

statistics with MultiBallot. Our results show that VAMS can serve as a lightweight

overlay applicable to many use cases.

5.2 Motivating Scenarios
To motivate the design of our system, we consider two challenging scenarios: con-

trolling the access of law-enforcement personnel to communication records and the

access of healthcare professionals to medical data.

5.2.1 Law-enforcement access to communications data

In the UK 95% of serious and organized crime cases make use of communications

data [292] – metadata stored by telecommunications providers in their billing sys-

tem about account holders or their use of communications networks (e.g., phone

numbers called, address associated with an account, location of a mobile phone).

Telecommunications providers are required to store this data for up to 2 years,

but once this period has expired and there is no business reason to store this per-

sonal data, they are required to delete it. Within the period that data is stored,
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law-enforcement personnel is permitted to request access, provided that they can

demonstrate that their actions are legally justified1. At the time a request is made,

there is, however, no external oversight. Instead, information about the request

and the justification for access are stored and made available for audit by the In-

vestigatory Powers Commissioner’s Office (IPCO)2. IPCO then assess whether law

enforcement personnel make appropriate use of the powers they were given, and

publishes reports with statistics of how these powers were used [293].

Communications data plays an important role in the investigation of criminal

offences, but may also be used as evidence in legal proceedings, for the prosecution

or defence. If the integrity of the evidence is questioned, a representative of the

telecommunications provider will be asked to appear in court to verify the evidence

and attest to its accuracy. If technical issues arise related to this evidence, one of

the parties to the case may also request that the court request assistance from an

expert witness. This process is expensive, time-consuming, and even impossible if

the provider has deleted the original data in the time between the law enforcement

agency requesting it and the data being required in court.

To improve the process, industry standards allow providers to sign or hash

communications data when it is provided in response to a request from law enforce-

ment. Someone who needs to verify an item of data can compare the hash to the

one stored by the provider, or verify the digital signature using the provider’s public

key [294]. However, if the provider’s private key or hash database is compromised,

any evidence presented after to the compromise will be brought into doubt, even if

it was generated before the time of compromise.

Our system can be applied in this scenario, allowing the integrity of commu-

nications data evidence to be demonstrated, even if the communications provider

which produced the data no longer exists or has been compromised. Furthermore,

the system will give assurance to the auditor that records of requests to access com-

1Similar legal powers are available in the US through the use of administrative subpoenas, but as
there are no publicly available statistics for their use and there is no centralized oversight, we focus
on the UK case.

2Before to September 2017 this role of IPCO was the responsibility of the Interception of Com-
munications Commissioner’s Office (IOCCO).
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munications data have not been tampered with, and assure society that reported

statistics have not been improperly manipulated by the auditor. We also show how

the system protects the privacy of individuals whose data is requested and also pro-

tects the confidentiality of ongoing law-enforcement investigations.

5.2.2 Access to healthcare records

In our second scenario, we consider how to empower individuals by giving them

control over how their medical records are used and shared. In a healthcare system,

once consent has been given by a patient, various actors should be able to access

various records associated with that patient. For example, their general practitioner

should be able to access scans that were run at a hospital, and researchers running

academic studies or clinical trials in which the patient has enrolled should be able

to access records relevant to the study.

Currently, patients can only give permission for broad types of activities and

may have legitimate concerns that their information is being used inappropriately.

Conversely, patients with serious diseases (e.g., cancer, motor neuron disease) often

have trouble getting the treatment they need, as universities conducting studies are

legally blocked from contacting them, and patients are unaware that such studies

are going on.

Opening up access to medical databases may fulfil the needs of some patients

but would also open up the potential for abuse, so it is important for patients to have

visibility into how their data is being used to understand the implications of their

consent. For clinical practice, the default could be that patients opt-in to sharing

their data, although they can always opt out if they wish. For academic studies and

clinical trials, the default should be that they are opted out, but can opt-in. They

can even choose at some granular level (e.g., according to the type of study) which

studies they want to opt in to.

One issue with having patients opt in individually is that for some studies this

process may not result in a large enough sample. Equally, if patients are deluged

with requests for consent, they are likely to resort to some default behaviour (“click-

through syndrome”) without understanding what they have consented to. As such,
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Figure 5.1: The parties in VAMS and their functionalities. The optional data broker would
act as a user.

patients could outsource these decisions to data brokers; that is, organizations that

pay attention to the studies being conducted and are authorized to provide consent

on behalf of patients registered with them.

Our system can be applied to allow patients to share their data in such a way as

to protect their privacy while ensuring that unauthorized parties are prevented from

having access and that authorized parties abusing their access can be detected.

5.3 Threat Model and Goals
Our setting (illustrated in Figure 5.1) involves agents, data providers, users, audi-

tors, log servers, and (optional) data brokers. Table 5.1 summarizes the functional-

ities and malicious behaviours for each party, which we describe below.

The log is a key-value store of access to data requests. The values of log entries

are records, tuples of elements such as the attributes of a data request (e.g., the type

of data requested by law enforcement) or answers to a medical questionnaire. The

log can also contain datasets and statistics published by auditors or a link to the

datasets and statistics along with a hash to verify their integrity. Log servers host the

log of requests (host). A malicious log server would aim to give inconsistent views

of the log to auditors and users (i.e., attack the availability of logged information).
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Table 5.1: The parties in the system, the functions they perform and their malicious be-
haviour.

Party Function Malicious behaviour

Agent request: append a request to a data provider to the log Provide an invalid request
Data provider provide: answer a request that is on the log Provide invalid data

detect: detect if log servers are behaving dishonestly
User check: look for relevant log entries Access requests relevant to other users

monitor: verify the statistics published by auditors Infer information from the statistics
detect: detect if log servers are behaving dishonestly

Auditor audit: check the log entries for misuse or errors Infer information from the log
publish: publish statistics about entries on the log Publish inaccurate statistics
detect: detect if log servers are behaving dishonestly

Log server host: return the log to parties wishing to inspect it Provide inconsistent views of the log
Data broker broker: respond to requests in place of a user according to their preferences Misrepresent the preferences of the user

Agents (e.g., law enforcement, medical researchers) request access to user data

from data providers (request). A malicious agent would aim to access data without

it being logged or submit an invalid request, and try to tamper with a logged invalid

request before an auditor or user audits it. In other words, a malicious agent would

aim to attack the integrity of the log.

Data providers (e.g., telecommunications providers, healthcare providers,

users) collect user data and receive requests from agents (provide). A malicious

data provider would aim to give access to data without it being logged.

Auditors audit the log (audit) and publish statistical reports (publish). In the

UK, the IPCO is an example of this kind of auditor. They must be able to detect

if log servers are behaving dishonestly (detect). A malicious auditor would aim to

publish an inaccurate report (i.e., compromise the integrity of the audit).

Users are members of the public that check requests for their data (check) and

verify audits (monitor). They must also be able to detect if log servers are behaving

dishonestly (detect). A malicious user would aim to learn information about another

user (i.e., attack their privacy) by using the log or published audits.

Data brokers are non-essential intermediaries that users can rely on to deal with

requests if they are willing to serve as a data provider by, for example, providing

data to a study. A data broker can then deal with requests (broker) according to pre-

set rules from the user. A malicious broker would aim to misrepresent the user’s

preference accepting (or rejecting) requests that the user’s rules would prohibit (or

allow).
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Table 5.2: Transparency and privacy goals that address the malicious behaviours defined in
our threat model.

Goal Supports Protects against

Log availability (T1) Agents and users (detect) Log servers providing inconsistent views of the log
Log integrity (T2) Agents (audit) and users (check) Agents tampering requests
Verifiability of inputs used to compute statistics (T3) Users (monitor) Auditors releasing inaccurate statistics
Verifiability of published statistics (T4) Users (monitor) Auditors inaccurate statistics
Transparency of the system (T5) Auditors and users Reliance on agents, data providers, or (for users) auditors
The log itself does not reveal any sensitive information (P1) User, agent, data provider privacy Parties wanting to infer information from the log
Verifying an audit is privacy preserving (P2) User privacy Parties wanting to infer information from the statistics

5.3.1 Threat Model

We allow every party to act maliciously except for colluding data providers and

agents as they could simply exchange data without it being logged. This cannot be

prevented with cryptographic techniques because the data must generally exist in an

unencrypted form for its primary use (e.g., routing calls or providing healthcare).

We, therefore, require that agents log their requests and that data providers do not

answer requests without ensuring that the request has been logged. If one of these

parties is malicious, their misbehaviour will be caught by the other.

In practice, VAMS as described here would be augmented by procedural and

technical access controls that prevent confidential data from leaving a system with-

out being logged. The goal of VAMS is to help ensure that requests represented by

the log are compliant with policy and have not been tampered with.

Transparency goals
Our motivation is to provide more agency to users, who in many current systems

have data requested and provided about them but cannot evaluate this process. To

help resolve this asymmetry, VAMS is designed to provide verifiable aggregate

statistics (population outcomes) about requests for data and the use of data that can

be verified by users, and allow users to check for log entries that are relevant to them

(individual outcomes). This is achieved through five transparency goals, which are

summarized in Table 5.2 .

Log availability (T1). It must be possible for users and auditors to access the infor-

mation they require for their respective audits.

Log integrity (T2). Users and auditors must also be able to check the integrity of

the information they access because the information on the log could have been
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modified or they could be given an incorrect view of the log.

Verifiability of inputs used to compute statistics (T3) and of published statistics

(T4). Due to the sensitivity of personal data and the records containing the justifica-

tion for data being processed, not everyone can act as an auditor with wide-ranging

access to log entries. Auditors are therefore relied on to compute and publish ag-

gregate statistics. To minimize the trust required in the auditors, users must be able

to verify both the input and the output of the computation of the statistics. Auditors

could otherwise publish bogus statistics by miscomputing them or by computing

them on a fake dataset that gives the results they desire.

Transparency of the system (T5). Users and auditors should only have to rely on

VAMS itself to perform their functions and not a potentially malicious party.

Privacy goals

Our transparency goals must be complemented by privacy goals to ensure that par-

ties in the system do not learn private information about one another in the process

of performing their audits. This may seem contradictory, but information relating

only to a single party is not necessarily required to evaluate the system as a whole.

VAMS does not control the contents of a published audit so it cannot control the

privacy loss associated with an audit, which will vary based on the requirements and

privacy concerns of auditors. As a result of this, our privacy goals (summarized in

Table 5.2) focus on requiring that VAMS does not lead to a greater loss of privacy

than what is released through a published audit.

The log itself does not reveal any sensitive information (P1). This requires that

the log entries themselves do not reveal any sensitive information, but also that the

log as a whole does not reveal links between requests so the log entries should be

unlinkable.

Verifying an audit is privacy-preserving (P2). It should not be possible to learn

information about individuals from statistics published by an auditor; that is, veri-

fying an audit should not reveal more than the correctness of the audits themselves,

although the audit itself may reveal sensitive information.
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5.4 Building VAMS

VAMS is built using technical mechanisms that we describe below, based on the

rationale that follows.

Central to VAMS is the log containing requests submitted by agents through

request. For the log, key-value stores are a natural choice as log entries (key-value

pairs) include keys (i.e., identifiers) that can easily be queried by users performing

check. Log integrity requirements mean that auditors and users should be able to

verify that the records that they access are those submitted by agents, so the log

must be tamper-evident.

Auditors and users should also be able to detect log misbehaviour; that is,

equivocation in the form of an altered log or a split-view attack in which different

versions of the log to different parties. The need for a tamper-evident log can also

be seen in cases where evidence is required; for example, when an agent must show

that they accessed data with a valid request. In some cases, urgent requests that

are authorized orally (with paperwork authorized only retroactively) are necessary,

such as in the case of a medical or security emergency, so attempting to block invalid

requests as they are issued is not enough.

Requests should be signed so that they can be used as evidence to assign li-

ability and to hold the relevant parties accountable. This would work only if the

evidence produced is robust so that liability can be properly assigned. Evidence

should also exist even if the party that produced it is no longer active; for exam-

ple, if a data provider declares bankruptcy, or if some servers fail, or are destroyed.

Thus, logs should not depend solely on the party tied to the evidence.

Once requests are recorded in the log, auditors perform their audits and publish

the resulting statistics through publish. Users must be able to verify these statistics

through monitor (requiring the published statistics and the data necessary to verify

their results) without learning more than what is revealed by the statistics them-

selves (i.e., specific information about other individual users).

To summarize, we need the following. First, we need some kind of tamper-

evident log, which requires that the state updates of the log be tied to a blockchain,
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a history tree [171], or more generically a transparency overlay [29] with efficient

proofs of inclusion and consistency. Second, we need a mechanism that allows

the log to be efficiently queried (i.e., identifying relevant requests) without reveal-

ing any links between entries on the log. Third, we need a mechanism to publish

statistics that can be verified without revealing more information than what can be

learned from the statistics themselves.

5.4.1 Using Hyperledger Fabric and Trillian as tamper-evident

logs

Existing transparency overlays come in the form of distributed ledgers and verifiable

logs. We have implemented VAMS twice, using Hyperledger Fabric, a distributed

ledger with an underlying blockchain, and Trillian, a verifiable log-backed map.

In both cases, using HLF or Trillian guarantees that the log is tamper-evident

due to the underlying blockchain or verifiable log that records state updates, that the

availability of information on the log can be assured by making log equivocation

detectable, and that the log is easy to query as it is in the form of a key-value store.

Hyperledger Fabric

Hyperledger Fabric [295, 296, 297] is a modular open-source system for deploying

and operating permissioned distributed ledgers whose state updates are recorded on

a blockchain.

A HLF network is composed of peers, who maintain a key-value store that is

updated through transactions on the underlying blockchain, and an ordering service

(i.e., a consensus protocol). Because updates to the ledger’s state (i.e., VAMS’s log)

are recorded on the underlying blockchain that is append-only, the ledger’s state

benefits from availability guarantees against the log equivocating as a log server

that equivocates results in a fork of the blockchain. Integrity guarantees against

tampering of the log are also guaranteed as changes to the ledger’s state appears on

the blockchain, which can be replayed or queried through a key history function.

Peers have identities in the form of X.509 public-key certificates and a Mem-

bership Service Provider (a PKI). These identities allow peers to be split up into
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organizations on the network (e.g., agents, data providers, . . . ). This provides a way

of implementing basic access control for operations on the network.

Updating the state of the ledger requires endorsing peers to execute chaincode

(smart contracts) and sign the transaction containing the resulting state update. This

ensures that an endorsing peer can be held accountable for the transactions they

endorse; for example, the requests they make as agents or the requests they accept

as data providers.

Transactions are then sent to the ordering service that packages them into

blocks with which validating peers update the state of the ledger. Only endors-

ing peers are required to execute code for a transaction, so other peers do not handle

any computational burden other than receiving events from the network. The en-

dorsement mechanism also allows for endorsement policies that limit which peers

can invoke or sign transactions for a certain chaincode, for example, based on their

organization.

Trillian

Trillian [174] is an open-source project that implements a generalization of Certifi-

cate Transparency [298] based on three components: a verifiable log, a verifiable

map, and a log of map heads.

Trillian’s verifiable log (not to be confused with VAMS’s log) is an append-

only log implemented as a Merkle tree that allows clients to efficiently verify that

an entry is included in the log (with a proof showing the Merkle path to the tree’s

entry), detect log equivocation (i.e., conflicting tree heads), and verify that the log

is append-only (through Merkle consistency proofs).

The verifiable map (i.e., VAMS’s log) is a key-value store implemented as

a sparse Merkle tree pre-populated with all possible keys as leaves (e.g., all 2256

possible SHA-256 hashes). Although a tree with 2256 unique leaves would not

be practical to compute, only the non-empty leaves have to be computed because

all others will have the same value (e.g., zero) [179]. Clients can then verify that

a certain value is included (or not) in the map at any point in time, with proofs

containing Merkle paths. Combining a verifiable log with a verifiable map leads
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to a verifiable log-backed map, where the log contains an ordered set of operations

applied to the map. Clients can then verify that the entries in the map they view are

the same as those viewed by others by replaying the log and detecting any change

in values of the key-value store.

The log of map heads records the root hash of the log, signed by the log’s

server so that if it equivocates there is a cryptographic proof that it has done so.

Because Trillian does not involve a consensus protocol, it instead relies on gossip

between clients (e.g., auditors and users performing detect) to detect misbehaving

servers by comparing the views of the log that they have received.

As in the case of HLF, the fact that updates to the verifiable map (VAMS’s

log) are recorded on Trillian’s append-only verifiable log provides availability guar-

antees again VAMS’s log equivocating as this will lead to different three heads in

the log of map heads, and integrity guarantees against tampering of VAMS’s log as

updates will appear on the underlying append-only Merkle tree that is Trillian’s log.

5.4.2 Tagging log entries with common identifiers

In order to gain useful information from VAMS, users must be able to efficiently

identify the log entries that contain information that is relevant to them. The values

of log entries (i.e., records) will be encrypted for privacy reasons so this requires a

mechanism that allows agents and data providers to derive keys that users can also

compute only if the entry is relevant to them.

A strawman solution would require users to ask agents for the log entries rele-

vant to them. This would reveal to agents which users are monitoring the log, and

require users to trust agents that could lie about the log entries that are relevant to

them. To remove the need for users to interact with agents, we use common identi-

fiers that can be computed only with information known to a user, the data provider,

and the agent that is involved in a request. By relying on shared information we

remove the need for interaction, and by having the information known to not only

the agent and user but also the data provider, a data provider that is not colluding

with the agent can check that the tag will be correct.

We assume that agents and data providers refer to a given user using (private)
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agent and data provider identifiers, ida and iddp, which are also known to the user

they correspond to but not to others. It is then possible to obtain common identifiers

idc = Hash(ida∥iddp∥n) by using a secure hash function such as SHA-256, where

n is a session identifier that changes deterministically with every request involving

the same pair (ida, iddp).

This ensures different requests involving the same parties are unlinkable as

common identifiers will appear random, but allows users to check requests that are

relevant to them communicating with agents or data providers, which also reduces

the risk of information leaking. The private contents of the requests are then simply

encrypted under the keys of users and auditors so that they can access them.

We assume that ida and iddp are pseudorandom strings like, for example, the

German Electronic Identity Card that can be used for online authentication and has

been analysed from a cryptographic point of view [299]. This is not unreasonable

for purpose-built identifiers, and although it adds the burden of managing them,

software such as password managers or data brokers could be relied on.

An agent or data provider could in principle leak ida, iddp, or common identi-

fiers, but they could just as well leak the data attached to it in the first place. As we

have remarked in the threat model, this cannot strictly be prevented as they control

the data much like they must know the common identifiers to tag the log entries.

Moreover, they would not gain anything from doing so.

5.4.3 Generating synthetic data and verifying statistics with

MultiBallot

To allow published statistics to be publicly verified without incurring more of a

privacy loss than is already caused by the statistics themselves, we introduce a way

for auditors to generate a synthetic dataset Dpriv from the dataset D used to compute

the statistics. We call this randomized mechanism MultiBallot and denote Mn : D 7→

Dpriv the mapping of |D| records in D to n|D| shares in Dpriv.

MultiBallot can be used to support either exclusively univariate statistics or

multivariate statistics. Figure 5.2 illustrates how a record in a dataset D that has e

binary elements can be transformed into shares of a synthetic dataset Dpriv accord-
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Figure 5.2: Example transformation of records in D to shares in Dpriv for univariate and
multivariate statistics. In the univariate case, the record is split into individual
elements. In the multivariate case, the record is used to generate shares with
the same number of elements that are then split from each other.

ing to the rules we describe for each case. Elements, in this case, could be attributes

of a request for data in the law enforcement case (e.g., “request type:urgent/not

urgent”), or of a patient in a medical study (e.g., “has gene X:yes/no”).

In the univariate case, the elements of a record are simply split and shuffled,

which allows univariate statistics to be re-computed without the possibility of com-

puting multivariate statistics. In the multivariate case, the record in D generates

a combination of shares that introduce noise into the Dpriv but preserve the rela-

tive counts between elements in D and therefore allow multivariate statistics to be

re-computed.

In both cases, shares in Dpriv can be tagged so that the published statistics and

their inputs can be verified. The privacy loss associated with the verification of the

statistics through a public dataset Dpriv is also mitigated by ensuring Dpriv cannot

be used to reconstruct D or learn more information than what is learnt from the

statistics in the first place, and (in the multivariate case) by generating it in a way

that guarantees only a small expected privacy loss from having one’s data included.

Generating Dpriv for univariate statistics

Support for univariate statistics, and in particular a restriction to univariate statistics

is important in settings where multivariate statistics are not used due to privacy

concerns. This is for example the reason that IPCO reports contain only univariate

statistics. When only univariate statistics are required, it is, therefore, important that
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Dpriv should not be useful to compute multivariate statistics.

To handle the univariate case, shares in Dpriv are obtained by splitting records

in D into shares that each have one element only and then shuffling them, as in Al-

gorithm 1. Each share is tagged with the element type and a unique share identifier

idshare = Hash(idc∥i) (using a secure hash function like SHA-256) derived from the

common identifier idc of the user and the index i of the share.

Algorithm 1: M1 : D 7→ Dpriv for univariate statistics.

Input: D = {ri = (ri,1, . . . ,ri,|ri|)|i ∈ [1, |D|],ri, j ∈ {2,4}2}
Output: Dpriv = {shares ∈ {2,4}2}
list shares = []
for i = 1, . . . , |D| do

for j = 1, . . . , |ri| do
shares = shares+ ri, j

shu f f le(shares)
return shares

Splitting up the shares ensures that the original record cannot be reconstructed

without knowing the common identifiers used to generate the share identifiers, so

the only thing that can be learnt is the individual counts of elements, which were

already revealed by the statistics themselves. The univariate statistics (i.e., counts)

will be unchanged as they do not depend on more than one element so they are

unaffected by the split of elements and can be verified. Multivariate statistics on the

other hand will not be computable.

Generating Dpriv for multivariate statistics

In cases where multivariate statistics are needed (e.g., medical studies), records in

D are split into n shares that have as many elements as the records. Our approach

is inspired by Rivest’s ThreeBallot voting scheme [69, 70], which works by giving

voters three ballots (instead of one) and having them fill them according to a set of

rules. We extend this to any odd number of ballots (combinations of shares in Dpriv)

where a vote for or against an element corresponds to having an attribute or not. We

show how to use this as a way of generating a synthetic dataset (Dpriv) that can be

used to re-compute multivariate statistics originally computed using D.
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Shares are generated such that the correct value of each element e (i.e., 42 or

24) appears s ∈ [1,k+ 1] times and the “false” value e (i.e., 24 or 42) appears

s−1 times. The remaining elements in the shares are neutral and take the form 44

or 22. Algorithm 2 summarizes this process. Once the shares are generated, they

are tagged as in the univariate case with a share identifier, split up, and shuffled.

Algorithm 2: Generating valid combinations of shares for Dpriv in the
multivariate case.

Input: n = 2k+1,k ∈ N
Output: Valid combinations of n = 2k+1 shares for elements 24 and

42
for e in [42,24] do

list sharese = []
for s = 0, . . . ,k−1 do

tuple shares = (e)
for i = 0, . . . ,s−1 do

shares = shares+(e)+(e)
while length(shares)< 2k+1 do

shares = shares+(44)+(22)
sharese = sharese + permutations(shares)

return shares42,n, shares24,n

Algorithm 3: Mn : D 7→ Dpriv for multivariate statistics.

Input: D = {ri = (ri,1, . . . ,ri,|ri|)|i ∈ [1, |D|],ri, j ∈ {2,4}2}
n = 2k+1,k ∈ N
shares42
shares24
Output: Dpriv =
list shares = []
for i = 1, . . . , |D| do

tuple sharesi
for j = 1, . . . , |ri| do

if ri, j =42 then
← shares42

sharesi = sharesi +
else

← shares44
sharesi = sharesi +

shu f f le(shares)
return shares
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The number of valid combinations B of shares, given by Equation 5.4.1, is

obtained by considering the number of multiset permutations of the shares for each

possible value of s, summing over s, and multiplying by a factor of 2 to account for

both elements.

B = 2
k+1

∑
s=1

(2k+1)!
s!(s−1)!(k+1− s)!(k+1− s)!

(5.4.1)

As an example we look at the record in Figure 5.2, which corresponds to

[42,42,24,24,42]. With n = 3, an element 24 can generate a combina-

tion of shares (24,24,42) and its 6 permutations, and (24,44,22) and its

3 permutations. Similarly, an element 42 can generate a combination of shares

(42,42,24) and its 6 permutations, and (42,44,22) and its 3 permutations.

For each element, a valid combination of shares is picked at random. In Figure 5.2

this results in [(42,22,22), (42,42,24), (44,24,22), (42,24,24),

(24,42,42)]. Split up in Dpriv, these will look like three records of the form

[42,42,44,42,24], [22,42,24,24,42], [22,24,22,24,42].

Valid combinations of shares can be pre-computed, so all that is required given

D is to randomly pick combinations of shares for all records. The shares are there-

fore picked from a distribution given in Equations 5.4.4 and 5.4.5 for each element,

which is derived in more detail in Section 5.6, where it is also shown that the process

of generating Dpriv incurs only a small expected privacy loss.

S42 = S24 =
k+1

∑
s=1

(2s−1)
(2k+1)!

s!(s−1)!(k+1− s)!(k+1− s)!
(5.4.2)

S44 = S22 = 2
k+1

∑
s=1

(k+1− s)
(2k+1)!

s!(s−1)!(k+1− s)!(k+1− s)!
(5.4.3)

Pr(42) = Pr(24) =
S42

(2k+1)B
(5.4.4)

Pr(44) = Pr(22) =
S44

(2k+1)B
(5.4.5)

The level of privacy depends on the original distribution of elements in D and
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the number of shares generated (i.e., the parameter k). This means that the level

of privacy can be tuned by varying k (see Section 5.6). Reconstructing a record in

D will also be highly improbable as given even all but one of the shares generated

from a specific record, finding the correct last share will be improbable as no link

will be revealed by the share identifiers. Verifying multivariate statistics will be

possible (as we will see next), as well as their inputs by using the share identifiers.

Verifying statistics with MultiBallot

Verifying univariate statistics is straightforward because this just involves counting

the number of occurrences of an element having values 0 or 1 in Dpriv, which will be

the same as the number of occurrences in D. Because shares in Dpriv are tagged with

an element type, the total number of shares that correspond to a specific element is

also the same as the number of records in D that include that element.

The multivariate case is a bit more involved and we show how to do it explicitly

for association rule mining, although a similar approach could be used for other

ways of computing multivariate statistics. This allows the results of an analysis of

D to be estimated from Dpriv by computing a matrix populated with the expected

counts of shares in Dpriv, which translates between D and Dpriv.

Association rule mining [86] is one of the most commonly used approaches to

identify if-then rules and relationships between variables in large datasets. Given an

element set E of binary elements of a record and a dataset D of records containing

elements that form a subset of E, rules such as ε ⇒ ε ′ where ε,ε ′ ⊆ E are used to

find interesting relationships between variables; for example, linking a set of genes

with a particular disease. Two measures are commonly used to select interesting

rules: support and confidence.

Support, defined in Equation 5.4.6, indicates how frequently a subset of ele-

ments appears in the dataset; that is, the proportion of records R ∈ δ (where δ ⊆D)

that contain a subset of elements ε ∈ E. Confidence, defined in Equation 5.4.7, in-

dicates how often a rule is found to be true. Given a rule ε ⇒ ε ′, it is defined using
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the support of the rule ε ⇒ ε ′ and the support of ε .

supp(ε) =
|{R ∈ δ : ε ∈ R}|

|δ |
(5.4.6)

con f (ε ⇒ ε
′) =

supp(ε ⇒ ε ′)

supp(ε)
(5.4.7)

Our goal is to estimate the true counts of ε , ε ′ and ε ∪ ε ′ in D based on

observations from Dpriv, which also contains noise in the form of elements e.

Computing the support and confidence measures defined above is then straight-

forward. This process is often referred to as support recovery. For simplicity,

we represent both the original records and the shares as bitstrings. For example,

the record and shares in Figure 5.2 can be represented as [10,10,01,01,10] and

[(10,10,11,10,01),(00,10,01,01,10),(11,01,00,01,10)]. This is the same as the

previous notation with 4= 1 and 2= 0.

We define oD and oDpriv , which contain the number of occurrences of all possi-

ble bitstring permutations in D and Dpriv in Equation 5.4.8. (The number of occur-

rences may be 0 for some permutations.)

oD, opriv =


#[0]

...

#[2t−1]


D,Dpriv

(5.4.8)

We also define M in Equation 5.4.9. This matrix stores the expected bitstring

occurrences E(#[s]) of any bitstring s ∈ [0,2t − 1] in Dpriv (i.e., E[opriv]) for all

possible bitstring permutations and a fixed number of bits t. The value E(#[s]) is

obtained from the distribution of shares given in Equations 5.4.4 and 5.4.5.

M =


E[#[0]]0 . . . E[#[0]]2t−1

...
...

...

E[#[2t−1]]0 . . . E[#[2t−1]]2t−1

 (5.4.9)

A relation between opriv, M, and oD, can be established from the fact that for

each record in D its elements contribute an expected amount of each element in
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Dpriv. Therefore, the number of occurrences of any given bitstring s in opriv is, on

expectation, the sum of the expected amount of that bitstring due to a bitstrings

in D times the number of times these bitstrings (denoted δ ) occurred in D, as in

Equation 5.4.10. Thus, we have that E[opriv] is simply the result of multiplying M

with oD, as in Equation 5.4.11.

E[#[s]Dpriv] =
2t−1

∑
δ=0

E[#[s]]δ ·#[δ ]D (5.4.10)

E[opriv] = M ·oD (5.4.11)

For the public to verify statistics using values in opriv obtained from Dpriv, the

aim is to reverse this process and infer the counts in oD. Alongside Dpriv, M can

also be safely released as it does not contain any private information. Computing

its inverse M−1, we can therefore estimate oD by multiplying opriv with M−1, as in

Equation 5.4.12.3

oD ≈M−1 ·opriv (5.4.12)

Based on the inferred value of oD, the support and confidence measures for

any element sets ε , ε ′ can then be computed in the usual way. This allows statistics

to be accurately verified, as we show in the evaluation of our implementation in

Section 5.7.

Dpriv is used only for verification of the reported statistics, leaving plenty of

room for minimizing its information content. If D is composed of records with a

large number of elements, but only a few of these have interesting relations that

are relevant in the published statistics, then only these need to be included in Dpriv.

This can significantly reduce the size of Dpriv compared to D.

Our technique can in certain cases support statistics involving continuous vari-

ables. During the rule mining phase, the researcher may need to examine the exact

3If M is not invertible, it can be made invertible with a change that would not significantly affect
the results.
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Figure 5.3: The three stages in the operation of VAMS. Red, blue and green boxes indicate
information available to auditors, users, and the public. Similarly, red, blue
and green arrows indicate operations that require being an auditor, a user, or
anybody.

values (e.g., blood pressure) but once a relevant threshold is identified, all the val-

ues can be expressed as larger or smaller than that threshold (e.g., blood pressure

over 140/90mmHg). This practice is common in machine learning algorithms. For

example, C4.5 (an extension of ID3 [300]) builds decision trees from sets of data

samples containing both continuous and discrete attributes. Alternatively, continu-

ous variables can be split into multiple binary elements.

5.5 Operating VAMS
VAMS involves three stages that are illustrated in Figure 5.3: appending requests

to the log, querying the log for audits, and publishing and verifying audits. In this

section, we describe each stage and argue that VAMS achieves its transparency and

privacy goals.

5.5.1 Appending to the log

As part of request, agents append requests to the log as values tied to the relevant

common identifiers. If the value is temporarily sensitive then a cryptographic com-

mitment can be used to ensure that correct logging can be verified after the fact.
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Our transparency goals require that the requests be auditable by the parties

they pertain to (i.e., users performing check and auditors performing audit) without

relying on other parties. Our privacy goals also require that the private contents

of the requests are not visible to any other parties, and that information cannot be

inferred about the requests by linking them with other requests, users, agents, or

data providers. This is assured by encrypting the log entries so that only auditors

and relevant users can decrypt them, and using unlinkable common identifiers.

Once a request is appended to the log it can be answered by a data provider. A

user acting as a data provider that is relying on a data broker to answer requests for

their data could check if the data broker was misrepresenting their preferences by

checking access’ to their data themselves, or simply receiving notifications for the

requests appended to the log that the data broker accepts.

5.5.2 Querying the log

Once requests are logged, users and auditors can verify that the log servers are not

malicious by performing detect, then perform audit and check as required. Both

users and auditors can assure themselves that the information obtained from the log

is correct due to the availability and integrity properties of the log, and audit the

entries of the log. Auditors perform their task over the entire log, or a subset of the

log. Users look only for specific requests by iterating over their common identifiers

until no request is found to determine the possible requests relevant to them.

Users that do not wish to take on this task can choose to outsource it to a data

broker. A downside of this is that the data broker must then be trusted with the

private identifiers tied to requests that the user positively answers. No other trust is

required as VAMS allows users to check the activity of their broker, which can be

logged and audited under the same guarantees as other log entries.

5.5.3 Publishing and verifying audits

Auditors perform publish to release the statistics computed as a result of their audit.

Examples of what might be published are the statistics provided by the IPCO in its

annual report [301] (e.g., the number of urgent requests) or the results of a medical
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study (e.g., the association of some attribute with a disease).

Our transparency goals require that these statistics be verifiable, but for op-

erational and privacy reasons the original data used to compute statistics cannot be

published. Instead, the synthetic dataset Dpriv generated by MultiBallot (or its hash)

can be published on the log and used to verify the statistics by users performing

monitor, as we have shown in Section 5.4.3. Users whose data was used to compute

the statistics can verify the inclusion of their data in Dpriv as part of monitor.

Assuming all users will take on the burden of verifying statistics is unrealistic,

but the system does not require them to do so. Users that wish to check for access

to their data can do so regardless of others. They can also verify published statistics

even if their data was not used in the computation. Verifying the integrity of a

dataset benefits from more users doing so, but a limited amount of users doing so

will already be beneficial. Others could rely on data brokers, which would be acting

in a way similar to organizations that currently perform Freedom of Information

requests.

5.6 Achieving Transparency and Privacy Goals

5.6.1 Goal T 1: log availability

We have assumed that agents and data providers do not collude so requests will

be logged so availability only requires online log servers. The remaining threat is

then a malicious log server that equivocates, in which case users and auditors could

perform detect as follows.

In the HLF case, equivocation would result in a fork of the blockchain. Both

the main chain and the forked chain would be visible, so equivocation can be de-

tected.

In the Trillian case, a log server that equivocates would have to produce signed

tree heads and Merkle consistency proofs for the alternative Merkle trees. Different

Merkle consistency proofs leading from the same Merkle tree generate different

views of the log, but these differing logs can no longer accept the same Merkle

consistency proofs to extend the logs because the leaves are different. As tree heads
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are signed by the log server, two inconsistent tree heads can be used as evidence to

implicate the log server [247, 29].

5.6.2 Goal T 2: log integrity

This argument is based on the fact that updates to the key-value store are recorded

on an append-only blockchain (for HLF) or a verifiable log (for Trillian), resulting

in VAMS’s log being tamper-evident.

(HLF case) We rely on the underlying blockchain that records state updates.

Auditors can use the key history function to obtain the state updates that have mod-

ified the value of a key. If they do not trust the integrity of that function (the code

for which is public), they can replay the blockchain’s transactions to detect a party’s

misbehaviour as they will have signed the relevant transactions.

(Trillian case) We rely on the underlying Merkle trees and the Merkle consis-

tency proofs that give the append-only property of the trees. If a malicious party

has tried to tamper with requests, they will have to update a request value, which

will appear in the append-only log. If the log server produces a new tree head for a

tree that modifies requests in the tree associated with the previous tree head, it will

be evident as there cannot be a Merkle consistency proof between the two trees.

Similarly, if a leaf of an existing tree is removed, the Merkle root of the tree will no

longer match the leaves.

Auditors can then perform audit by querying the state of the ledger or log-

backed map containing the requests (which are encrypted under their public keys)

and performing their analysis. Requests that cannot be decrypted can be classed as

invalid and reported. The same argument can be used for users performing check.

5.6.3 Goal T 3: verifiability of inputs to audits

In the case of a user performing monitor, we again have that the user has a cor-

rect and complete view of the log by following through the arguments previously

presented. A malicious auditor could nonetheless perform publish maliciously, pub-

lishing incorrect statistics or the wrong dataset, but this would be detected by a user

performing monitor. A user that was included in the used dataset D used can check
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the integrity of the transformed dataset Dpriv, identifying their shares using the share

identifier derived from their common identifiers and checking that they reconstruct

their original record.

5.6.4 Goal T 4: verifiability of published audits

Using Dpriv, any user can compute the same statistics that are contained in the pub-

lished audits in the way that was described in Section 5.4.3. If the results are accept-

ably close then they can conclude that the statistics computed on D were correctly

computed.

5.6.5 Goal T 5: transparency of the system

All the information that auditors require is by definition the information that is

logged, which they can access with access only to VAMS, and without interac-

tion with any other party. For users, the information relevant to themselves will be

accessible by finding and decrypting the records relevant to them, which does not

require the help of any other party, and audits must be made available by the audi-

tors, but a hash of Dpriv on the log can assert the integrity of Dpriv. Verifying the

statistics from Dpriv and the inclusion of their data does not require any interaction

either.

5.6.6 Goal P1: The log itself does not reveal any sensitive infor-

mation

The values of the log entries are encrypted so that no party can gain any information

from these unless they have the decryption key controlled by either a relevant audi-

tor or user. Identifying related log entries could reveal sensitive information but log

entries are unlinkable. It is not possible to link either common identifiers (outputs

of a hash function such as SHA-256) or the values of log entries (outputs of a secure

encryption scheme) together.

5.6.7 Goal P2: verifying an audit is privacy preserving

Verifying an audit involves verifying known inputs (i.e., privately known records

in D) and the public outputs (i.e., statistics computed on records that are released).
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Verifying the inputs only involves checking that known shares in Dpriv reconstruct

a known record in D. No privacy loss can occur by doing this because the record is,

by assumption, already known. We, therefore, focus on arguing that the access to

Dpriv, which is necessary to verify the statistics, does not lead to a greater privacy

loss than the release of the statistics themselves.

The privacy risk associated with the release of Dpriv comes in three forms.

First, the share identifiers used by users to verify the inputs to the statistics

could reveal links between the shares, or the common identifiers used as their inputs.

For this, we rely again on the security of the hash function used to generate the

share identifiers. Taking SHA-256 as providing sufficiently random outputs, it will

not reveal links between the shares, and taking it as pre-image resistant it will not

reveal the common identifiers used as input.

Second, Dpriv itself may leak sensitive information, allowing a record to be

reconstructed or allowing the presence of a record to be inferred more than already

possible from the publicly released statistics.

Third, Dpriv could be used to compute not only the statistics released through

the published audit but also other statistics that were not intended to be released.

To verify univariate statistics, Dpriv needs only to contain single element shares

so Dpriv can only be used to compute univariate statistics. Moreover, if some ele-

ments of the records in D were considered too sensitive to publish statistics about,

they can simply be excluded from Dpriv without affecting the ability of users to com-

pute the statistics that were published. This means that only the published statistics

and their inputs can be verified, so there is no risk of privacy loss from allowing the

statistics to be verified.

In the case of multivariate statistics, we rely on the fact that generating Dpriv

incurs only a small expected privacy loss (Theorem 2) and that, given Dpriv, it is not

possible to reconstruct records on the log (Theorem 1). This ensures that publishing

Dpriv does not enable an adversary to infer whether or not a certain log entry was in

D and that given some information about a record in D (i.e., some shares from that

record), the remaining shares cannot be identified using Dpriv.
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Bounds on ballot reconstruction attacks

Theorem 1. The probability that an adversary who knows α ∈ [1,2k] shares

of a ballot can reconstruct the entire ballot is Pr(Reconstruct)) = (1 −

Pr(Valid)e)(
(2k+1)r−α

2k+1−α
)−1.

Proof. Each element of a share can take the form of a single (i.e., 42 or 24) or a

double (i.e., 44 or 22). Initially, we restrict ourselves to ballots of one element,

so a share simply corresponds to an element. Given a ballot of n = 2k+1 elements,

it must contain s ∈ [1,k+ 1] singles that correspond to the record, and thus s− 1

copies of the other single. The rest of the elements are filled up using k+ 1− s of

each double. The number of permutations, denoted P(s), of a ballot with s singles

corresponding to the record using the standard formula for multiset permutations,

which takes into account repeated elements in a ballot, is given in Equation 5.6.1.

P(s) =
(2k+1)!

s!(s−1)!(k+1− s)!(k+1− s)!
(5.6.1)

To compute the total number of possible ballots B, given in Equation 5.6.2, we

just sum over s to add up ballots corresponding to each number of singles matching

the record and multiply by a factor 2 as ballots are symmetric under an interchange

of singles.

B = 2
k+1

∑
s=1

P(s) (5.6.2)

This result can be used to compute the probability distribution of the shares

by counting their appearances in the (2k+1)B shares that make up all the possible

ballots. This amounts to taking, for each element, the sum of permutations of a

ballot weighted by the number of appearances of that share in the ballot, and tak-

ing into account the fact that doubles appear the same amount of times in ballots

corresponding to either record, and singles appear either s or s−1 times depending

on whether they match the record. We denote the number of 42, 24, 44 or 22

shares by S42, S24, S44 or S22, which are given in Equations 5.6.3 and 5.6.4. The

probability of each share, given in Equations 5.6.5 and 5.6.6, is then obtained by
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dividing the number of shares for each form by the total number of shares.

S42 = S24 =
k+1

∑
s=1

(2s−1)P(s) (5.6.3)

S44 = S22 = 2
k+1

∑
s=1

(k+1− s)P(s) (5.6.4)

Pr(42) = Pr(24) =
S42

(2k+1)B
(5.6.5)

Pr(44) = Pr(22) =
S44

(2k+1)B
(5.6.6)

With the probability distribution obtained we can obtain the probability

Pr(Valid), given in Equation 5.6.7, of the event V that occurs when randomly cho-

sen shares form a valid ballot, by summing over the possible ballots weighted by

the probability of each share. More generally, when shares involve e elements the

probability is Pr(Valid)e.

Pr(Valid) = 2
k+1

∑
s=1

P(s)Pr(42)s Pr(24)s−1·

Pr(44)k+1−s Pr(22)k+1−s

(5.6.7)

The above is the probability of success for a weak adversary that starts with

no prior knowledge and wants only to reconstruct a ballot, regardless of whether it

belongs to someone. An adversary that knows up to α ∈ [1,2k] shares of a ballot

and wishes to figure out the last shares required to reconstruct that ballot chooses

2k+ 1−α other shares from the dataset, giving
((2k+1)r−α

2k+1−α

)
possibilities, where r

is the number of records from which we subtract 1 as there must be at least one

valid ballot. This gives Equation 5.6.8, which expresses the probability of success

Pr(Reconstruct) of that adversary.

Pr(Reconstruct)) = (1−Pr(Valid)e)(
(2k+1)r−α

2k+1−α
)−1 (5.6.8)
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Table 5.3: Upper bounds on the number of elements in 3Ballot and 5Ballot shares such that
the probability of a successful reconstruction is less than 0.01%. The numbers
in brackets next to the scheme indicate the number of shares known to the ad-
versary and the numbers in brackets next to the number of elements indicate the
probability of success.

Scheme 10 users 100 users 1000 users 10 000 users

3Ballot (1) 3 (3 ·10−5) 6 (5 ·10−13) 10 (6 ·10−10) 14 (1 ·10−7)
3Ballot (2) 1 (8 ·10−5) 2 (2 ·10−12) 4 (2 ·10−10) 6 (5 ·10−9)
5Ballot (1) 6 (4 ·10−6) 11 (5 ·10−20) 17 (3 ·10−12) 23 (2 ·10−13)
5Ballot (4) 1 (5 ·10−5) 2 (3 ·10−9) 3 (2 ·10−17) 5 (3 ·10−7)

Table 5.3 gives an upper bound on elements that can be included in shares while

maintaining a probability of a reconstruction attack under 0.01 when an adversary

knows one share or all but one share. Different bounds can be chosen depending on

the acceptable probability of a reconstruction. In practice, only a few elements may

be relevant to the results of an audit or study, and only those need to be published

for the relevant statistics to be publicly verifiable.

It is also important to note that we have modelled an attacker who completes

a partial ballot by picking random shares in Dpriv. In reality, an attacker may of

course have better chances of reconstructing a ballot by inferring the remaining

shares, particularly if they already know most of the ballot’s shares, but this is done

regardless of the availability of Dpriv.

Finally, we have assumed statistical independence between elements, which

may not always be true. ThreeBallot with correlated ballots was studied by

Strauss [75] who showed that even heavily correlated elements had only a minor

effect on the security of the scheme.

Bounds on the expected privacy loss from membership of Dpriv

To quantify the loss of privacy from membership of D and, therefore, the published

Dpriv, we consider the privacy loss variable L θ

M(D),M(D′), defined in Equation 5.6.9.

This variable quantifies the privacy loss incurred by observing an output θ of the

mechanism M, based on how much more (or less) likely that output is when M takes

D as input rather than D′.
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L θ

M(D),M(D′) = ln
(

Pr[M (D) = θ ]

Pr[M (D′) = θ ]

)
(5.6.9)

If M satisfied the definition of differential privacy, this would be equivalent to

saying that the privacy loss variable would be bounded [302]. MultiBallot, however,

cannot satisfy differential privacy because the share counts (which would define

Dpriv) that result from running M on D or D′ cannot ever match unless D = D′. This

is because the share counts of ballots generated from different elements cannot be

equal.

We, therefore, define in Definition 2 a relaxed alternative to differential privacy,

replacing the distribution over outputs with an expected output. As we will show in

Theorem 2, MultiBallot satisfies this definition such that given two datasets of the

same size, D and D′, differing in one entry, the expected outputs of Mn running on

either database remain close.

Definition 2 (ζ -expected privacy loss). A randomized algorithm M with domain

N|χ| has a bounded expected privacy loss if given two input databases D, D′ ∈ N|χ|

where D and D′ differ only in one element, there exists ζ ∈ R such that

ζ ≥ ln
(
E[M(D)]

E[M(D′)]

)
. (5.6.10)

As in the case of differential privacy, ζ -expected privacy loss also provides

group privacy.

Lemma 1 (Bounded expected group privacy loss). Let D and D′ be two databases

that differ in e elements. If a randomized algorithm M satisfies bounded expected

privacy loss, then we have that

eζ ≥ ln
(
E[M(D)]

E[M(D′)]

)
. (5.6.11)

Proof. Iterating over Definition 2, if M has bounded expected privacy loss then the

expected privacy loss due to any single element on the output of M is bounded by

ζ . Thus, the impact of any e elements is bounded by eζ .
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We now prove in Theorem 2 that Multiballot satisfies this definition and com-

pute values of zeta for different database sizes (|D| = 10,100,1000,10000) and

schemes (3Ballot, 5Ballot).

Theorem 2. The MultiBallot share generation mechanism Mn : D 7→ Dpriv satisfies

ζ -expected privacy loss with ζ = ln
(

|42|Dpriv

|42|Dpriv
−∑

k+1
s=1 Pr(s·42)

)∣∣
r42=0,r24=r

.

Proof. Consider two databases D and D′ that contain r single element records and

differ in one record. Without loss of generality, we take D to contain rD
42 records

of the form 42 and rD
24 records of the form 24 and D′ to contain rD′

42 = rD
42−1

records of the form 42 and rD′
24 = rD

24+1 records of the form 24.

Our aim is to determine and compare the share counts in Dpriv←Mn(D) and

D′priv←Mn(D′). Counting the different shares in Dpriv amounts to considering the

probability that the ballot generated from a record will have s shares of one form.

This is given by the number of ballot permutations for a given s over all possible

ballots for that record, as expressed in Equation 5.6.12. Summing over s gives the

expected count for each share of ballots generated from a record, which we denote

|share|record . (The same analysis holds for D′priv.)

Pr(s · (share = record)) =
2
B

P(S) (5.6.12)

|24|24 = |42|42 = rD
42

k+1

∑
s=1

Pr(s ·42)s (5.6.13)

|42|24 = |24|42 = rD
42

k+1

∑
s=1

Pr(s ·42)(s−1) (5.6.14)

|44|24 = |44|42 = rD
42

k

∑
s=1

Pr(s ·42)(k+1− s) (5.6.15)

|44|24 = |22|42 = rD
42

k

∑
s=1

Pr(s ·42)(k+1− s) (5.6.16)

Adding the contributions from all the records together gives the total expected

share count for each type of share in Dpriv.
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|42|Dpriv
= rD

42

k+1

∑
s=1

Pr(s ·42)s

+ rD
24

k+1

∑
s=1

Pr(s ·24)(s−1)

(5.6.17)

|24|Dpriv
= rD

42

k+1

∑
s=1

Pr(s ·42)(s−1)

+ rD
24

k+1

∑
s=1

Pr(s ·24)s

(5.6.18)

|22|Dpriv
= |44|= rD

42

k

∑
s=1

Pr(s ·42)(k+1− s)

+ rD
24

k

∑
s=1

Pr(s ·24)(k+1− s)

(5.6.19)

We obtain a similar result for D′priv using the fact that rD′ = rD′
42−1.

|42|D′priv
=
(
rD
42−1

) k+1

∑
s=1

s ·Pr(s ·42)+

(
rD
24+1

) k+1

∑
s=1

(s−1) ·Pr(s ·24)

= |42|Dpriv
−(

k+1

∑
s=1

s ·Pr(s ·42)−
k+1

∑
s=1

(s−1) ·Pr(s ·24)

)

= |42|Dpriv
−

k+1

∑
s=1

Pr(s ·42)

(5.6.20)

|24|D′priv
= |24|Dpriv

+
k+1

∑
s=1

Pr(s ·24) (5.6.21)

|22|D′priv
= |22|Dpriv

(5.6.22)

|44|D′priv
= |44|Dpriv

(5.6.23)

Given the expected share counts in Dpriv and D′priv that we have derived, we

can now compare them to obtain a bound ζ on the expected privacy loss.
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Table 5.4: Values for the expected privacy loss parameters ζ and eζ for different sizes of D.
We take values of e equal to the safe number of elements against reconstruction
attacks taken from Table 5.3.

Scheme |D| ζ exp(ζ ) eζ exp(eζ )

3Ballot 10 0.36 1.43 1.08 (e = 3) 2.95
3Ballot 100 0.03 1.03 0.18 (e = 6) 1.2
3Ballot 1000 0.003 1.003 0.03 (e = 10) 1.03
3Ballot 10,000 0.0003 1.0003 0.0042(e = 14) 1.0042

5Ballot 10 0.1335 1.143 0.801(e = 6) 2.23
5Ballot 100 0.0126 1.0127 0.1386 (e = 11) 1.149
5Ballot 1000 0.00125 1.00125 0.02125 (e = 17) 1.0215
5Ballot 10,000 0.000125 1.000125 0.002875 (e = 23) 1.0029

ζ = max
s∈shares

ln

(
|s|Dpriv

|s|D′priv

)

=maxln

(
|42|Dpriv

|42|D′priv

)

=maxln

(
|42|Dpriv

|42|Dpriv
−∑

k+1
s=1 Pr(s ·42)

)

= ln

(
|42|Dpriv

|42|Dpriv
−∑

k+1
s=1 Pr(s ·42)

)
∣∣

r42=0,r24=r

(5.6.24)

The final result from Equation 5.6.24 can be easily computed and is given for

different values of |D| in Table 5.4.

5.7 Implementation and Performance

We evaluate VAMS by comparing two implementations of the log based on HLF

and Trillian (the code for which will be open-sourced after publication) and showing

that statistics can be accurately verified with MultiBallot. Both log implementations
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Figure 5.4: The HLF-based implementation.

are evaluated on very modest (and cheap) Amazon AWS t2.medium instances.4

5.7.1 Evaluating Hyperledger Fabric and Trillian based logs

Hyperledger Fabric based log

For our HLF-based log, we set up a test network of seven machines that represent

four peers (an agent, a data provider, a user, and an auditor), an ordering service (an

Apache Zookeeper service and a Kafka broker), and a client from which commands

are sent. Log entries can be retrieved by querying specific common identifiers, and

a key history function is also available to retrieve the state updates (i.e., transactions

on the underlying blockchain) of a log entry. The execution of commands on the

HLF network is summarized in Figure 5.4.

In this implementation, all peers are connected to one channel and there is one

chaincode containing four functions that update the state of the ledger (as part of

request), retrieve a range of key values (as part of audit), retrieve values for specific

keys (as part of check) and retrieve a key’s history (as part of audit and check).

Thus, auditors or users can check the transactions that updated the value of

a key and easily determine the agent responsible for the update, as they will have

4Each instance has 2 vCPUs and 4GB of memory and is running Ubuntu Linux 16.04 LTS with
Go 1.7, docker-ce 17.06, docker-compose 1.18, and Fabric 1.06 installed
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Figure 5.5: The Trillian-based implementation.

endorsed (i.e., signed) the transaction. Endorsement policies can require multiple

signatures so they could hold multiple parties accountable. For example, if data

providers were considered responsible for accepting invalid requests, they could be

required to sign the corresponding request transactions. An ordering service of spe-

cific peers (e.g., auditors) could also be used to detect and flag invalid requests as

they are initially processed (and endorsement policies are checked) before commit-

ting the requests. These are not present in our implementation, but give an idea

of what improvements may be possible as Hyperledger Fabric undergoes continued

development and implements further cryptographic tools.

Trillian based log

Our second implementation of the log, illustrated in Figure 5.5, is based on Tril-

lian’s verifiable log-backed map. The map server (VAMS’s log) monitors the log

of updates for new entries and updates the map according to the new entries – com-

mon identifiers are used as the map’s keys. It then periodically publishes signed map

heads on the second verifiable log, solely responsible for keeping track of published

signed map heads.

To perform check, users can query the map to efficiently check their possible

common identifier values. The map will return a Merkle proof of non-inclusion for

common identifiers that do not map to requests (i.e., the common identifier maps to

0), or a Merkle proof of inclusion for requests that the common identifiers do map
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Table 5.5: Micro-benchmarks of basic operations for the Hyperledger Fabric and Trillian
based implementations. The maximal throughput values are given for a batch
size of 1 in the HLF case and a batch size of 300 in the Trillian case.

Measures HLF Trillian

State update (average over 500 operations) 65ms 35ms
Request retrieval (average over 500 operations) 66ms 14ms
Max throughput 40 102

to. Auditors performing audit can in turn check that the map is operated correctly

by replaying all log entries, verifying that they correspond to the map heads on the

second verifiable log.

Performance evaluation

Table 5.5 presents benchmarks for state updates, state retrievals, and the maximal

throughput for each system with a batch size of one. In both cases, the average for

each operation is a few dozen milliseconds. For the HLF system, the results include

the time required to create and submit 500 blocks; chaincode execution alone is

under 10ms. For state retrievals, HLF allows values to be retrieved for a range of

keys. This operation scales linearly with the number of values retrieved and only

requires one transaction.

Table 5.5 also includes the maximal throughput, which is 40 requests per sec-

ond for the HLF system and 102 requests per second for the Trillian system. Fig-

ure 5.6 shows the throughput for different batch sizes. For the HLF-based log, the

highest throughput is observed for smaller batch sizes. The bottleneck is simply

the client sending requests. For the Trillian-based log, the batch size determines

how many items at a time the map servers retrieve from the log to update the map’s

key values, until around batch size 300. The bottleneck is then the number of keys

updated by the map server per second, and throughput levels out.

A greater throughput can be achieved with a larger batch size but having re-

quests appear on the log sooner can be advantageous (e.g., in the case of urgent

requests). In that case, a lower batch size is preferable, or a batch time-out that

would ensure a request will appear after a time limit if the batch size limit is not
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Figure 5.6: Throughput of both logs for different batch sizes.

reached.

Practically speaking, for example in the case of law enforcement access to

communications data, the IPCO reports about 800000 requests for communication

data per year in the UK [301] or about 1 request every 9 seconds assuming that

requests happen during work hours. (There are no equivalent publicly available

statistics for other settings.)

A HLF-based log capable of 40 requests per second, placed at the interface

for law enforcement (standardized by ETSI TS 103 307 [294]) would be more than

sufficient, with an average waiting time of 25 ms assuming Poisson-distributed re-

quests. For a Trillian-based system with 102 transactions per second, the average

waiting time would be 10 ms.

Trade-offs

Trillian has a higher throughput as no consensus is required among different nodes

to agree on the ordering of transactions, and better user auditability as when a user
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queries the map server for an idc, the map server returns a Merkle proof of the key

and value being included in the map. The key history function of HLF does not

provide a cryptographic proof, so replaying the entire blockchain can be necessary

to verify the inclusion of a key and value. Users could however outsource this task

to a data broker.

HLF supports flexible chaincode policies to determine write access to the log

and comes with built-in authentication and PKI services. However, this means that

users must submit queries to audit the log using a pseudonymous identity. If they

used the same identity for multiple queries, their common identifiers could be linked

together. Authentication must be done separately in Trillian.

The two systems also differ in their architecture. HLF is decentralized (al-

though it is permissioned) whereas Trillian is centralized. A decentralized approach

is appealing because it reduces the trust required in single entities to maintain the

log. In practice, however, there is only one organization that legitimately has rea-

son to write records for a particular business relationship. Users will mostly only

have a single data provider for a service, which may lend itself more towards the

centralized approach.

Table 5.6 summarizes the features of both implementations. Ultimately, Tril-

lian is easier to deploy and has less setup than HLF, which requires the setup of a

network of multiple nodes to act as peers, and the maintenance of an identity ser-

vice to allow nodes to interact with the network. HLF and other blockchain-based

approaches may be preferable if an organization is already using the technology for

some other purpose.

5.7.2 Evaluating the verification of statistics with Multiballot

The simplest case when verifying statistics is the univariate case. In this case, the

exact counts for each value of every element are preserved, so statistics can be re-

computed with 100% accuracy. This means that for applications like the IPCO re-

port on law enforcement access to communications data [301], every statistic could

be verified using our scheme. We, therefore, focus on the more complicated case of

univariate statistics for the rest of this section.
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Table 5.6: Summary of supported (full circles) and partially supported (half-circles) fea-
tures of the HLF and Trillian based logs.

Features HLF Trillian

User privacy   
Agent privacy G#  
Data provider privacy G#  
Statistical privacy   
User auditability G#  
External auditability   
Verifiability   
Access control  G#

Our evaluation measures the accuracy of the association rule metrics computed

on Dpriv. For our experiments, we generate multiple synthetic datasets that follow

the structure of D described in Section 5.5, with several frequent element sets [303].

We mine these for association rules using the Apriori algorithm [304], identifying

frequent elements in the dataset and extending them to larger element sets for as

long as the element sets appear frequently enough in the dataset. We then compute

the support and confidence measures on Dpriv for the previously extracted element

sets, and compare those values with the reported values for the same element sets

on D. We use the percent error %Err, defined in Equation 5.7.1, to measure the

disparity between statistics computed on D (the ground truth value, GV ) and Dpriv

(the measured value, MV ).

%Err =
|MV −GV |
|GV |

·100 (5.7.1)

We opt to use synthetic datasets to evaluate MultiBallot, by simulating scenar-

ios with a known ground truth rather than relying on sanitized public datasets for

which the ground truth is unknown. We also verify our results using commonly used

public datasets, such as the Extended Bakery dataset [305] and the T10I4D100K

dataset [306]. In all our experiments (repeated 100 times) we measure the error for

both the support and the confidence metrics. Because these are identical, however,

we only include the graphs for support here.
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Our first experiment studies the percent error for the support over two elements

when varying the number of rule occurrences for a dataset of 1M records. Figure 5.7

shows the results in the case of 3, 5, 7 and 9Ballot. Element sets that occur less often

are prone to higher percent error, with a high variance in the reported support values.

This is expected for rules with very low support as, for example, observing a rule

twice in Dpriv when it occurs only once in D gives a percent error of 100% despite

the practically meaningless difference. As element sets become more frequent (up

to around 11%), the percent error (< 2%) and the variance both shrink. As the

difference in percent error between MultiBallot schemes also shrinks we focus on

the results for 3Ballot in the following experiments.

Our second experiment studies whether the accuracy for an element set de-

pends on the number of times the element set occurs, or its occurrences relative to

the overall number of users (i.e., support). We generate four datasets of size 1k, 10k,

100k, and 1M, and pick five element sets with support 0.1, 0.3, 0.5, 0.7, and 0.9,

from each dataset. The percent error (shown in Figure 5.8) shrinks as the support

increases, but the absolute size of the element set plays a bigger role in the accuracy

of the statistics. In the cases of the 100k and 1M user datasets, the support has only

a minimal effect on the accuracy. Our results are consistent with those of Blum et

al [307].

Our third experiment evaluates MultiBallot for different element set sizes us-

ing a synthetic dataset of 100k users. Figure 5.9 shows that accuracy is sensitive to

increases in the number of elements. This is expected as the scheme probabilisti-

cally estimates the field values of the original record based on the observed shares,

and the inference error for each field adds up with the number of elements.

Our results show that, based on the type of statistics published by the

IPCO [301], MultiBallot can provide publicly verifiable statistics in the context of

law-enforcement access to telecommunications data.

To evaluate the applicability to healthcare data, we consider two types of stud-

ies: studies on genes and protein networks, and epidemiology studies. In stud-

ies on genes and protein networks, datasets commonly contain between 100k and
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Figure 5.7: Percent error for the support over two elements as rule occurrences vary in the
case 3, 5, 7 and 9Ballot.

a few million records, with a support threshold usually around 0.5%. In most

cases, valid association rules are composed of only two elements and their sup-

port is greater than the minimum threshold. (The minimum threshold is relevant

only during the rule-mining phase.) In the verification phase, the users compute

measures over the relationships that are reported by the researcher as strongly asso-

ciated [308, 309, 310, 311].

In epidemiology studies, the average element set size is 3, with a minimum

support of around 1%. However, the support of relevant element sets identified is

much higher and ranges from 1% to 16%, and datasets contain between 10,000 and
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Figure 5.8: Percent error for elements that appear with varying frequency in datasets with
different number of users, using 3Ballot.

250,000 records [312, 313, 314]. Our analysis of MultiBallot shows that acceptable

accuracy can be obtained for such studies of healthcare data.

5.8 Deployability
For a system like VAMS to be deployed, agents and data providers would need

to implement the necessary infrastructure. They may do so as part of transparency

initiatives to increase public confidence [315]. As we have shown in the benchmarks

presented in Section 5.7, this may be cost-effective as VAMS can achieve good

enough performance on very cheap hardware.

Parties may also implement VAMS to allow them to demonstrate that data they

submit as evidence in legal proceedings has not been tampered with. Alternatively,

they may have a statutory obligation to provide transparency. For example, compli-

ance with ETSI requirements may be a condition of providing a telecommunication

service. Such standards do include provisions for requiring that access to personal
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Figure 5.9: Percent error for element sets of varying size that have the same support, using
3Ballot.

data is auditable and that the authenticity of data can be established [294].

In the UK, the IPCO can require that public authorities and telecommunica-

tion operators provide the commissioner’s office with any assistance required to

carry out audits, and this could include implementing IT infrastructure [216, Sec-

tion 235(2)]. Another possible route for imposing a statutory requirement to provide

transparency could be through enforcement action of a regulator such as the Federal

Trade Commission or a data protection authority. NGOs that currently work with

transparency as an objective (e.g., make Freedom of Information requests) could

also have an interest in maintaining and operating a system like VAMS by, for

example, hosting log servers and serving as data brokers or auditors.

5.9 Conclusion
We have proposed a system, VAMS, which achieves our transparency and privacy

goals. Our work shows how existing transparency overlays used to provide tamper-
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evident logging can be combined with our log entry tagging scheme and MultiBallot

to support publicly verifiable individual and population level transparency about

access to data requests. Our evaluation of two implementations of VAMS shows

that the system also meets realistic performance requirements in practice, and not

only on paper.

Our results illustrate that the current framework for requesting data can be

greatly improved to benefit all parties involved. We have given two example use

cases in Section 5.1 to illustrate how VAMS could be used. Its design does not

depend on any particularities of these use cases so it could therefore be applied

more generally. VAMS does not have to replace any existing component in the

workflow of an organization. Instead, it serves as an overlay that can be used to

achieve both transparency and privacy goals.



Chapter 6

Transparency, Compliance, and

Contestability When Code Is Law

6.1 Introduction

Computer systems now have a broad, and increasing, role in people’s lives, even

when they do not interact with or have any privilege over these systems. The code

that makes up these systems defines what these systems do and, therefore, the norms

that they apply when functioning. The impacts of applying these norms can be neg-

ative and unfair, because they result from systems that are flawed (e.g., unreliable

or discriminatory), or that, by optimising certain performance metrics at the cost of

fairness, welfare, and other values, produce harmful externalities.

The harms of such systems are reserved for those that are subject to the sys-

tem, and may not affect the entities that design and operate these systems – they

may even benefit in some cases. These entities concern themselves with enterprise

risks (liabilities) rather than societal risks (externalities), leaving the public which

has little recourse to mitigate these harms to deal with them. Moreover, system

faults that cause harm can happen silently in the sense that it is not always clear to

someone with no control over the system that a fault has occurred (even if the vic-

tim might suspect that it is the case). This makes dealing with this source of harm

difficult.

Security, which deals with ensuring that systems function as intended, should
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prevent many of these harms, but because of the internal focus on enterprise risks,

it can fail to prevent issues for the public. The law and the legal system are the

recourse for individuals who deem they have been harmed, allowing victims of

harm to be compensated, and misbehaviour that results in harm to be punished and

disincentivized.

When dealing with harm that result from the application of code, both of these

fields should come into play. Law should ensure that victims of code-enabled harm

should be able to contest the systems that cause these harms. Security should ensure

that people should not fall victim to flawed systems, and provide evidence that a

system is (un)reliable.

In practice, however, this currently does not work. There are widespread issues

with people suffering from flawed systems that have been applied to determine,

among other applications, entry to buildings via facial recognition, jail sentences,

and so on. Systems evolve quickly and the law (and security although it moves

quicker than the law) has not kept up with the application of technology to these

aspects of our lives, allowing harm to occur without sanction, and making it hard

for victims of harm to contest the application of code-enforced norms that have

caused harm.

To deal with this issue, the idea of algorithmic accountability, which studies

how to design ways of making algorithms accountable, has gained popularity. In

line with this field of work, this chapter works towards addressing the issue of rec-

onciling the use of security mechanisms that can assert the behaviour of a system

with legal processes that can be used to contest the norms enforced by a system.

6.1.1 Outline of the Chapter

We begin with the idea of norms, misbehaviour, how legal processes and security

mechanisms work as two ways of dealing with misbehaviour, and the interaction

between these two approaches in Section 6.2.

Looking at this through the lens of code as law and digisprudence in Sec-

tion 6.3, we argue both the need for secure accountability mechanisms and how

they must be designed to make them useful as tools to contest code-enforced norms,
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which we expand on in Section 6.4.

This allows us to compare different approaches to auditing in Sections 6.5,

where we make the case for transparency enhancing technologies against less trans-

parent forms of audits based on assurances of compliance with norms. We illustrate

this through two examples based on recent court cases that involved Post Office in

the United Kingdom and Uber in the Netherlands.

We also discuss some practical considerations that relate to electronic evidence

in Section 6.6, balancing transparency and privacy, and where transparency should

be implemented with respect to the system it acts on.

6.2 Preventing Misbehaviour Through Legal Pro-

cesses and Security Mechanisms

6.2.1 Norms and misbehaviour

Misbehaviour is the action of deviating from a norm. Following Hildebrandt’s dis-

cussion of legal and technological normativity [316], we think of norms as reg-

ulative (mandating, permitting, or disallowing some pre-existing possible action)

or constitutive (defining a possible action). The difference between both can be

thought of in terms of how misbehaviour can occur in each case.

In the case of regulative norms, misbehaviour can occur by deviating from the

regulative norm at hand by performing a disallowed action, which does not prevent

the action from being performed but does entail possible punishment. For example,

a regulative norm may stipulate that car should not be driven over a specified speed

limit. This does not prevent driving a car at a higher speed (this is the driver’s choice

to make) but can lead to penalties enacted by the relevant authority if the speed limit

is exceeded.

In the case of a constitutive norm, deviating entails not performing an action

defined by the norm and, therefore, the expected result of adhering to the constitu-

tive norm at hand does not occur, resulting in a form of failure for the user and the

state of the system remaining unchanged. For example, a constitutive norm may be

the rule that a password must be entered to login into an account. If no password,
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or the wrong password, is entered, then it is simply not possible to login into the

account - the user has no choice but to enter the correct password or they will fail to

login and the state of the system will not change as the user’s status will not change

if they stay logged out.

There is of course the question of who defines what the norms are, and thus

misbehaviour. For computer systems, the system’s code often defines constitutive

norms as it creates actions related to the system that did not exist before the system.

(Different systems may of course share similar mechanisms and even re-use code;

for example, a login mechanism, but logging into one system is not the same action

as logging into another system.) Thus, whoever designs and implements (and in the

case of a data-driven system, trains) the system has significant power to determine

the norms that are put in place by the system.

The code itself is also the result of the social norms and practices of those who

write it. This results in an expected behaviour model (explicitly specified or not)

that the user should follow, with anything that deviates in a relevant way from this

expected behaviour being thought of as misbehaviour. For example, in the US, the

flawed design and training of an algorithm that produces risk assessments used to

help determine whether an imprisoned person should be released resulted in black

defendants being incorrectly labelled as higher risk compared to white defendants

who were incorrectly labelled as lower risk [130]. This determined that being black

constituted a deviation from the expected defendant model and was punished with

harsher sentences – a reflection of a system that already disproportionately impris-

ons black Americans [317].

As we have seen, norms that are put in place by a system, as well as those that

form the context in which the system was created and is operated, influence how that

system functions and the experience of its users. They also influence the way the

system is designed to respond in cases where it determines that users have deviated

or misbehaved in some way. Our interest is in the design of mechanisms for the

mitigation of harm that could result from the use of a system. This too will need to

be informed by an understanding of how norms are put in place in technology and
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how they can be challenged (and changed).

6.2.2 Law based disincentivization and punishment of misbe-

haviour

Law broadly defines the limits of acceptable behaviour and the consequences of

unacceptable behaviour in everyday life. Its purpose is twofold. First, it disincen-

tivizes people from acting in a manner that is defined as unacceptable by the law.

Second, if people nonetheless act in such a manner, the law makes it possible to

punish behaviour defined as unacceptable in law via legal processes that are them-

selves defined in law. The punishment can be financial (e.g., to compensate a victim

following a civil litigation) or time and rights-based (e.g., a prison sentence follow-

ing a criminal prosecution). These processes rely on the existence and availability

of admissible evidence that shows beyond a certainty threshold that the person to

be punished did, in fact, act unacceptably.

Processes are more fundamental to the law than specific laws are themselves.

(Of course, processes are usually defined in the law itself, but we distinguish here

between laws that are applied to determine the resolution of the question that re-

sults in a legal process from the laws determining how the legal process proceeds.)

Although both vary across jurisdictions and are mutable, new laws that determine

acceptable behaviour are introduced and changed much more frequently than, for

example, the processes that are used to adjudicate trials. Moreover, the regular

changes in laws show that they can be contested, as do the interpretation of the laws

themselves, which is determined by courts and may be the subject of legal processes

themselves.

The state institutions that legislate, enforce, and adjudicate laws are typically

well-defined, although they vary across states. It is also possible for other orga-

nizations, such as private businesses, to act as rule makers and enforcers over the

jurisdiction of a system they operate, for example through terms of service agree-

ments, although these may, in turn, be subject to state-enacted regulations and the

states legal system that would handle any dispute.
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6.2.3 Security against threats and a posteriori security

Security, or more precisely information security in our context, works by defining

mechanisms based on a defined threat model. There is no notion of absolute secu-

rity, only security against a given threat model that relies on specified assumptions

about the capabilities of an adversary and the difficulty (in a computational sense)

or cost (in an economic sense) of performing certain tasks.

Traditionally, security mechanisms are constitutive and impose behaviour that

honestly follows a protocol, implying that an adversary cannot possibly misbehave

and break the security guarantees provided by the security mechanism (otherwise

the mechanism would not be secure by definition). For example, a provably secure

encryption scheme that is well implemented cannot be broken by an adversary with

more than a negligible probability (in the formal mathematical sense of the term).

Thus, security mechanisms are very different from how regulative legal mechanisms

function. Misbehaviour cannot happen in principle and, therefore, there is no kind

of accountability process or defined punishment for the adversary.

Not all misbehaviour by individuals or algorithmic systems can be stopped

a priori, however, which has motivated work on security mechanisms designed

instead to detect misbehaviour and produce evidence of that misbehaviour [124].

Moreover, the reliability of preventative security mechanisms must also be empiri-

cally examined on occasion. In the context of this chapter, this type of a posteriori

security mechanism is what we focus on.

An example of this being successfully deployed in practice is Certificate Trans-

parency [172]. This is a now widely adopted [248] system that provides tamper-

evident transparency logs that record the issuance of SSL certificates for websites

by certificate authorities. Certificates are either logged, making them easy to in-

spect, or not logged in which case a browser client that encounters such a certificate

can report it. This allows misbehaving certificate authorities who (on purpose or

due to compromise [242]) emit problematic SSL certificates to be detected, disin-

centivising such misbehaviour or, conversely, incentivising security on the part of

certificate authorities.
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The consequences of misbehaviour that is easily detected can be severe if

sanctions are imposed. A certificate authority that is deemed to have misbehaved

by Google, Mozilla, Microsoft, and other browser vendors may be blacklisted by

their browsers, mitigating the harm done to users, and practically ensuring that the

certificate authority quickly goes out of business. For example, DigiNotar went

bankrupt shortly after being compromised and having its certificates deemed un-

trustworthy [318].

Security mechanisms like Certificate Transparency are defined as technical

mechanisms that record evidence of misbehaviour and, therefore, function more

like regulative mechanisms, there is no built-in notion of accountability process or

punishment. That is left to whoever relies on these mechanisms, such as Google

(who dominates the browser space [209]) and other browser vendors.

Thus, unlike law, it is the technical mechanism that is fundamental here, rather

than the process of dealing with misbehaviour once it is detected. More often than

not, there is no well-defined accountability process and it is instead determined by

power relations around the system.

This implies a distinction between the security of the system (e.g., making sure

that certificates are trustworthy) and the security of the parties in the system. Dig-

iNotar vanished following its security incident, and browser vendors protected their

products and users from future harm, but those affected by illegitimate certificates

before measures were taken were not protected or compensated in any way due to

this mechanism.

6.2.4 Economic considerations

Economics considerations play a role in both cases.

Harms caused by algorithmic systems often do not fall under criminal law and,

therefore, the consequences are primarily financial, which leads to economic con-

siderations of expected costs. As Wu puts it “laws impose costs upon regulated

groups. Those groups that seek to minimize the costs of law face a fundamental

choice between mechanisms of change and avoidance. Both mechanisms have the

effect of lowering the expected costs of law, but the similarities end there. Mech-
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anisms of change (principally lobbying) decrease the sanction attached to certain

conduct and tend to require collective action. Mechanisms of avoidance, on the

other hand, decrease the probability of detection and typically do not require that

groups act collectively, but depend on specific vulnerabilities in the law.” [319].

For example, Google has multiple times paid fines to the European Union that

are greater than many of the contributions to the European Union by member

states [244].

Similarly, the security of systems often relates to the underlying economics of

securing the system [116]. Securing a system has a cost that, economically speak-

ing, is only worth expending if it outweighs the expected loss due to the successful

exploitation of the system by an attacker or, more generally, a system fault. When

the costs of system fault can be passed on to the users who are harmed, there is a

perverse incentive not to expend resources on making the system reliable.

The economic considerations related to both legal mechanisms and security

mechanisms directly relate to each other when we consider cases where a system

can harm users. If that is the case, the legal risk for the system operator is that they

may be legally responsible for the harm done to users by faults in the system. The

European GDPR, for example, makes these regulatory risks real for certain kinds

of data protection failures. In these cases, the economic considerations of expected

costs due to the risk of regulatory non-compliance are the economic considerations

that can favour (or not) the implementation of reliable security mechanisms.

6.2.5 The interaction between security mechanisms and legal

mechanisms

The overlap between legal processes and security mechanisms happens when a

security mechanism is intended to ensure compliance with a legal norm. A common

historical example of this taking place is the repeated attempts to apply copyright

and digital rights management (DRM) to online content, which motivated both tech-

nical work (see, for example, Chapter 24 of Anderson’s book [320]) and legal work

on the interaction between code and law [321].
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This put the focus on two things. First, technology could change the efficacy of

a law and facilitate unwanted behaviour. For example, distributed online file sharing

made it much easier to ignore intellectual property law. Second, technology could

be used to deal with the change in the efficacy of a law by deploying mechanisms

that prevent the unwanted behaviour enabled by technology (e.g., DRM mecha-

nisms).

While security mechanisms and legal mechanisms are both ways of enforc-

ing norms and interact in many situations, they are not interchangeable. Security

mechanisms, in particular a posteriori security mechanisms, are technical mecha-

nisms that enable the collection of evidence. Legal mechanisms are processes of

determining the consequences that should be applied to parties in response to their

behaviour based on evidence related to that behaviour.

Thus, the legal analogy for a posteriori security mechanisms is that of evidence

collection while the accountability process is in the hands of those who can (i) ac-

cess that evidence (which may be determined by technical access control mech-

anisms) and act upon it (which requires agency and authority). Re-iterating the

previous example of Certificate Transparency, while everyone can monitor Certifi-

cate Transparency logs, it is effectively only browser vendors who can act upon the

information they contain and enact some kind of accountability on the misbehaving

certificate authority. Although this may manifest itself through code by, for ex-

ample, blacklisting certificates signed by the misbehaving certificate authority, the

process of accountability is a decision process within the organizations themselves,

not one determined independently by code.

The interaction between security mechanisms and legal mechanisms for ac-

countability is, therefore, centred on how security mechanisms can be leveraged to

serve legal mechanisms.

This interaction is not necessarily frictionless, however, as there can be a “clash

between rules and principles exacerbates the difference in perspective between sys-

tem designers, who favour formal rules, and policymakers, who are more com-

fortable with the situational application of principles” [322]. Unlike Google with
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Certificate Transparency, the legal system and many more organizations do not have

the capacity to both design and make use of technical mechanisms that can support

accountability processes. Without such capacity, however, dealing with systems

that can produce harm is difficult.

6.3 Accountability Through The Lens of Code Is

Law and Digisprudence

6.3.1 Code is Law and Digisprudence

The notion of code as law in academic work goes back to Reidenberg [323] who

noted that “technological capabilities and system design choices impose rules on

participants” and Lessig [324] who framed the issue as “we therefore don’t see the

threat to liberty that this regulation presents”.

The use of code as a part of legal actions existed as transactions tied to contracts

were already being executed through code at that time. Moreover, Szabo introduced

the idea of smart contracts [325] that made explicit the possibility of contractual

transactions that would execute entirely through smart contracts implemented in

code. Smart contracts are now the basis for cryptocurrencies such as Ethereum,

which are essentially decentralized smart contract platforms [35], and law scholars

have studied their role as legitimate legal contracts [326].

More generally, however, code1 that defines the operation of technical systems

forms, like law, a way to regulate the behaviour of people subject to the system.

Subjects of the system in this case include not only people operating the software or

are users of the system, but also those on whom the system can have an effect. For

example, someone who is run over by an autonomous vehicle operating software

that did not determine the vehicle should stop once the person was identified will

be affected by the software operating the car without ever interacting with it or

consenting to be subject to it. This effect can also be mediated by a third party,

including in legal matters, as is the case when judges make decisions based on the
1Here, code should refer to not only the actual code written by a software developer but also its

compile environment because a compiler can interpret code in a way that undoes desired properties
such as constant time execution [327].
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outputs of (generally biased) automated decision-making systems [130].

As Diver [328] suggests, code is not law per se, even if its automation means

that it governs the behaviour of people in the system more effectively, because it

lacks law’s mechanisms of ex-ante legitimation and ex-post remediation. Diver

makes four claims about code, its effect, and its design [328].

First, code can have regulative effects on behaviour that are more pervasive

and direct than law is capable of. Moreover, the regulatory effects of code do not

need to be compatible with law.

Second, norms that regulate citizens, including those that are imposed by code,

ought to be legitimate in that they ensure certain formal qualities in their design.

Third, attention should be paid not only to the legitimacy of code but also to

the legitimacy of the design of code.

Fourth, legitimation of a code-imposed rule must be done at design time be-

cause there is little scope to re-interpret code after the fact.

Dealing with this requires a theory of what constitutes legitimate code that

Diver names digisprudence, which is based on the following affordances: trans-

parency about the provenance, purpose, and operation of code; oversight; choice;

intelligibility supported by delay; and contestability as the overarching con-

cern [328].

6.3.2 Digisprudence and Accountability

Digisprudence as a framework is aligned with the desire for accountability mech-

anisms that can provide the affordances we have just listed, beginning with trans-

parency about the provenance, purpose, and operation of code. Oversight is required

to make use of transparency to apply accountability. Choice is related to the norms

enforced by the system, or simply the choice to be subject or not to these norms,

which requires transparency about these norms and how they are applied in the first

place. Intelligibility and the affordance of delay are, in turn, required for oversight

and choice to take place.

Contestability is less integral to the discourse about accountability. For exam-

ple, Wieringa’s recent systematic review of the field does not mention contestabil-
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ity [96]. Rather, accountability is often focused on whether or not a system has

functioned correctly instead of the legitimacy of the norms the system applies –

“trust but verify” as the saying goes (see Desai and Kroll for example [102]). This

suggests that a choice must be made between wanting accountability for the perfor-

mance of the system (which does not require contestability) or accountability for

the norms enforced by the system (which requires contestability). We return to this

in the next section.

Because the accountability mechanisms we are concerned with here also in-

volve code and, indeed, accountability mechanisms are designed to apply norms,

we must also pay attention to how these affordances are taken into account when

designing and executing accountability mechanisms.

Fundamentally, accountability mechanisms must reveal information about the

system and enable action to be taken based on that information (which may include

legal action or some other process). Thus, they regulate access to information and

the effects of access to that information.

The provenance, purpose, and operation of an accountability mechanism

should make clear what the mechanism is intended to provide accountability for, to

whom, and how. The incentives of the party that designs the accountability mech-

anism are important. An accountability mechanism designed for a system by the

system’s operator that primarily works to prove the correct execution of the system

that, for example, does so in zero-knowledge as suggested by Kroll et al. [101],

may not be considered as legitimate by the public as another mechanism for the

same system that reveals more information about not only the system it provides

transparency for but also itself. For example, a zero-knowledge proof, even if pub-

licly verifiable, that is verified by a judge does not allow for any explanation beyond

“computer says yes” or “computer says no”, which may not be a satisfying expla-

nation for the behaviour of complex systems.

More generally, the assumptions that underpin the design play an important

role because they can determine the legal effect of the use of the accountability

mechanism (e.g., it supports the production of admissible evidence to be used in
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court) but also the type of misbehaviour that it can provide accountability for based

on the threat model (e.g. whether the system operator and code are considered

adversarial to accountability) that determines its security design.

Assumptions about the code that is subject to accountability are also important.

Interpreting code as law generally entails considering code as a form of strong le-

galism, but this assumes that the code is reliable and secure, otherwise its effects can

be bypassed and it fails to demonstrate strong legalism. Accountability mechanisms

must take this into account by not assuming that the code is necessarily reliable and

secure, and by being designed to function independently of the code so that it does

not fail if the code fails.

There should be oversight over the use of accountability mechanisms, to make

sure that they are effective in providing accountability, and that the way they reg-

ulate access to information and the effects of access to that information is aligned

with its design and purpose. Of course, intelligibility (or usability in the context of

designing a secure accountability mechanism) is necessary for this to be possible.

Likewise, choice must be given to be subject to the norms accountability mech-

anisms entail. Either for the system operator whose system will be subject to an ac-

countability mechanism, in the case where there are no regulations requiring its use.

(If there are regulations, there is a notional choice to abide by them and flexibility

in how to implement them.) This point has been made under the guise of protecting

commercially sensitive aspects of the system [102, 101]. This also applies to users

of the system whose information may be revealed as part of transparency.

Contestability also matters because accountability mechanisms should enable

consequences. The fact that, for example, transparency by itself is not always ef-

fective is that it can fail to enable further actions [152, 139]. Thus, it should be

possible to contest accountability mechanisms so that the consequences (or lack

of consequences) can be considered legitimate. A practical example of this is for

mechanisms that serve as evidence producing mechanisms that enable legal dispute,

the admissibility of the evidence produced can be contested according to the norms

set out of law that regulates evidence. We explore this in greater detail in the next
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sections.

6.4 From Accountability to Contestability

In Section 6.2.5 we highlighted a takeaway from the interactions between security

mechanisms and the law, which is that technology can (i) serve to bypass and (ii)

enforce law. If we take code as acting somewhat like law, this is still true.

Hacking, Privacy Enhancing Technologies (PETs), and Protective Optimiza-

tion Technologies (POTs) [329, 330] show the existence of this interaction in prac-

tice.

Hacking attempts to do something that is not allowed by the norms of the

system. This is often viewed through the lens of criminal hacking, but it can also fall

in grey legal areas [331] or be done to contest norms that are reasonably considered

illegitimate. In general, this is a solution that does not scale well because it can

require technical skills that are not widespread among users, and typically does not

entail any modification of the hacked system that would benefit users other than the

hacker. An example where this is useful, however, is when it prevents the system

from functioning (if this is not outweighed by some benefits the system might bring)

or leads to greater transparency about the system (like whistleblowing) that can be

leveraged to contest the system.

PETs constrain the capability of code that is designed to collect private infor-

mation. For example, end-to-end encryption, which is widely deployed in messag-

ing services, prevents the ability for someone to execute code that would eaves-

drop on a conversation, which would otherwise be possible by default. After more

than twenty years since PETS became an active topic [332], privacy engineering is

now its own discipline [333, 334] backed by data protection regulations (e.g., the

GDPR), although systems still routinely compromise user privacy to satisfy a logic

of information accumulation and surveillance [335].

POTS attempt to overrule the effects of code-driven optimization, allowing

users outside of the system to intervene without requiring cooperation from the

system’s operator. For example, using Sybil devices to generate fake traffic in an
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area can stop traffic routing apps (e.g., Waze) from routing traffic to the area and

mitigate the negative externalities that would otherwise ensue in said area [329].

There is, however, no guarantee that such interventions cannot in turn be optimized

away by the target system once it is adjusted to take the existence of a POT into

account.

These tools are available to individuals and can be effective (even if only to

a limited extent) against code designed and deployed by states, companies, and

other large institutions, showing that contesting code-imposed norms is sometimes

possible (although these tools are not necessarily accountability mechanisms). Code

not only enforces norms but can also be used to contest and bypass norms, and

the fact that these tools are user-centric distinguishes contestability from traditional

accountability that is centred on the system operator.

When code-imposed norms are discussed and determined to be harmful in

some sense, through the use of secure accountability mechanisms, they can be

changed. Even in the case of code that is intended to provide immutability by

design, such as blockchains, these guarantees are void if other interests are deemed

more important. Following the loss of 36,000,000 ether due to an insecure smart

contract, Ethereum users simply decided to fork Ethereum to revert the situa-

tion [195], creating Ethereum Classic (which did not revert the hack) and Ethereum

(which did). Ethereum, the forked chain that decided that “code is law” was not

worth it at that moment, has since been the dominant chain .

How did this happen? The realization that the loss of funds was (i) of great

value, both financially, and in terms of the ability for users to trust the system with

their funds; (ii) reversible because it was possible to introduce code that would

transfer the stolen funds back to their original owners, at the cost of forking the

chain; (iii) reverting the hack was supported by many powerful members of the

community; for example, Vitalik Buterin, Ethereum’s most important public fig-

ure [336] and idea contributor [337]. Ethereum was, therefore, clearly accountable

to its users who (at least those that had more influence over the community) in turn

were able to contest the norm applied to their ability to recover funds. Moreover,
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because of the transparency offered by Ethereum, any interested user could see ex-

actly what had happened, what could be done, and what was done in the end.

This example shows that transparency enabled accountability can be used to

contest the effects of code and change them. This result is not necessarily gener-

alizable, however, because it played out in favour of those with disproportionate

power over the system. In many cases where we would like to introduce account-

ability to the extent that norms can be contested, those with power over the system

(e.g., system operators) are not those that wish for the norms to be contested. Rather,

they are those who want to enforce these norms in the first place. This brings back

a common theme with accountability, which is the importance of power relations

around systems.

This should inform how we design accountability mechanisms because, as

mentioned in the previous section, accountability mechanisms can regulate the ef-

fects of access to the information that the mechanism makes available to some. This

is because the format of that information plays a role in how it can be used. If any

aspect of the system is to be contested, therefore, it must be determined how this

will happen.

Some systems, such as Ethereum in the example above, afford more power to

their user communities but this requires a level of decentralized governance that is

rare. For the vast majority of systems, which are deployed by centralized private

entities, there are no governance mechanisms that could allow an individual subject

to the system to systematically influence it. Thus, in this chapter, we focus on

contesting norms enforced by systems through legal processes with the intent of

contesting the formulation of these norms. Although it is not ideal and can fail in

loud (e.g., if there is media attention) and quiet ways (e.g., for groups society does

not care about or actively discriminates against), the legal system is often the best

chance of contesting a system an individual will have. As a result, the format of

the information that accountability mechanisms provide should be usable as part of

public disclosures of information about the system and admissible evidence to be

used in court to support an argument in a dispute about the system.
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6.5 Compliance and Transparency Based Auditing

6.5.1 Verification and compliance based auditing

In theory, systems could be formally verified and, therefore, treated as reliable as-

suming that no design flaws were presented (a strong assumption in itself). In prac-

tice, however, formal verification tools are of limited use because many systems

involve multiple different protocols that interact with each other across different

hardware, software, and network conditions, making formal verification of an en-

tire system unrealistic.

Software is often continuously modified (as well as the operating system it

runs on), in particular for new applications, which can involve millions of lines of

code representing extremely complex protocols, with a non-zero rate of bugs in the

code and logic flaws at the design level. Data is shared across networks operated by

different parties, in varying network conditions (affecting reliability or synchrony

assumptions required by distributed protocol design models), which makes strict

enforcement mechanisms impractical [124]. Even hardware, at a scale at which

some large-scale applications operate, may fail to be reliable for basic tasks such as

encryption and decryption [338].

A weaker form of verification that is more realistic is based on compliance

based auditing that checks the correct execution of a process in a system rather

than the correctness of the system itself. For example, automated tools may work

by checking for compliance with certain norms (e.g., certain specific clauses of

the GDPR [339]). This is limited to cases where the desired norm is assumed,

or simply required by law, which may not always be the case. In practice, many

systems enforce norms that fall under a grey legal area, or like many clauses of the

GDPR, are not related to compliance, system behaviour, or require interpretation,

and cannot be encoded in logic and automatically checked for compliance.

The automated aspects of these tools do not provide any agency to any indi-

vidual that would be harmed by the system, because there is no need for them to

provide access to any information to unprivileged users of the system. For example,

a system operator may be able to show that the system has complied with the de-
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sired norms when it has, but when it hasn’t a user may not be able to generate any

evidence of this. This solution, therefore, benefits honest system operators but does

not necessarily punish those that operate flawed systems.

Because the focus is on compliance with a pre-established norm, it does not

leave much space to discuss the norm itself. A logical compliance test that returns

a boolean pass/fail value will not be able to provide much information about edge

cases or the cause of passes or fails that may be necessary to evaluate the norms, and

the reason that the system satisfies a norm may be that the norm itself is specified

erroneously. Having a human in the loop also brings its own challenges [340], and

may risk the humans in the loop legitimising a system because it passes compliance

checks that do not represent all the harms they may cause.

It is also important that the software be well designed to represent the norm it

wishes to verify and secure enough to operate in an adversarial environment. For

example, Volkswagen developed software that could detect when their cars were

being tested so that they could change their performance accordingly [341].

Hardware that supports trusted execution environments and cryptographic

tools that can be used to verify computations [342] can be applied to verify the

execution of the assurance software can be applied in cases where the threat model

requires it and to permit public verifiability. For example, methods of providing

the public with cryptographic proofs that certain processes have followed have

been proposed, based on zero-knowledge proofs and secure multiparty computa-

tion [18, 17]. Although the outputs of these systems can be verified, their inputs

cannot. Thus, this amounts to assuming honesty on the part of those that control

the inputs and, therefore, that the processes that are meant to be audited have been

followed correctly. This is not an appropriate threat model for many cases where

it can be assumed that processes may not be followed honestly and systems may

be faulty. Moreover, because zero-knowledge proofs obfuscate practically all in-

formation, their use is very limited to investigate misbehaviour that would involve

nuanced details [250].

Finally, as Kim points out [343] transparency and audits are still necessary
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even if assurances exist, because the fault in the system that causes harm may not

be in the code but in the design itself.

6.5.2 Transparency Enhancing Technologies

Transparency Enhancing Technologies, in contrast to compliance based solutions,

focus on making information about the system available rather than evaluating the

system. The evaluation is regarded as another process (which may or may not be

automated) that is therefore more transparent because the information it is based on

is more widely available.

In terms of technical mechanisms, this approach is therefore based on pro-

ducing logs of operations in the system (transparency overlays) for which there

are well-defined cryptographic security models [29] as well as implementations of

reliable logs (e.g., the Certificate Transparency logs). Kroll provides a survey of

traceability mechanisms [161]. Given a log of a program’s actions in the system,

it may also be possible to determine the program actions that were actual causes of

the program deviating from its specified behaviour [344]. Likewise, for machine

learning based systems, it can be possible to quantify the degree of influence of

inputs on outputs of the system and release the information for transparency [345].

Transparency is based on recording and making information available, there-

fore, it does not assume a norm for the system like compliance based solutions.

Thus, it makes it possible to explore what that norm is via the information it makes

available. Moreover, it does so independently of the system’s norm that may have

been specified at its design stage. This is akin to adopting a stronger threat model

that makes fewer assumptions about the system it audits and those that interact with

the system. It can, therefore, identify discrepancies between norms that were de-

sired at the design stage and those that are actually enforced as the system operates.

Transparency can also be more public facing and democratic than compliance

based solutions. First, it is based on releasing information rather than checking it.

Second, a transparency system (e.g., logs) can be maintained by various parties and

relied on by others. Assurance software, however, must be possessed by those who

execute it and are typically not publicly available. A broader audience invites a
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broader critique.

An example comparison between a compliance based system and a trans-

parency focused system can be made in this case. We have already mentioned

the work of Frankle et al. [17], which uses cryptographic tools (zero-knowledge

proofs and multiparty computation) to verify that secret legal processes to authorize

surveillance, for example, have been followed. The output of this solution is a cryp-

tographic proof that processes have been well followed, and statistics about these

processes, but it does not reveal anything else.

VAMS, described in Chapter 5, addresses a similar problem, that of auditing

requests for access to data made by law enforcement. This chapter proposes a solu-

tion that logs (similarly to Certificate Transparency) and releases the log of requests

for access to data with read access reserved to auditors (for all requests) and indi-

viduals (to see requests for their data). This allows publicly verifiable statistics to

the extent that individuals can verify the inclusion of requests for their data in the

computation of the statistics, and recompute the statistics themselves based on a

privacy preserving synthetic dataset.

The first system, proposed by Frankle et al. offers stronger confidentiality

guarantees but is only useful if processes are followed correctly. If they are not, not

much can be learned by design. The second system offers confidentiality guarantees

that are weaker than those offered by zero-knowledge proofs because more infor-

mation is revealed by the release of a synthetic dataset of logged requests. However,

it can be used to identify errors (i.e., deviations from the specified “honest” norm)

and abuse (i.e., the existence of a malicious norm) more effectively, and provide

greater agency for those affected. Thus, if things go wrong, this solution may be

more useful in contesting the system it looks at.

There are, therefore, trade-offs to consider, but if the ability to contest norms is

required then the argument is in favour of transparency that can accurately produce

evidence of the system producing behaviour that does not respect the desired norm,

or correctly enforcing a harmful norm.
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6.5.3 Examples of the usefulness of system transparency in

court cases

Post Office Limited and its unreliable accounting system Post Office Ltd is a

state-owned private company in the United Kingdom (UK) that provides a variety

of services to customers including postal and financial services. Subpostmasters

operate Post Office branches on behalf of Post Office Limited and are responsible

for any losses at their branches.

The accounting at each branch, however, was handled by a centralized account-

ing system named Horizon, which was developed in the nineties. As it happens,

Horizon, like most large IT systems, suffered from bugs that could lead to account-

ing errors. Over the years, Subpostmasters were accordingly requested to cover the

losses or be criminally prosecuted.2

One important factor in these prosecutions was the legal presumption in the UK

that, unless there is evidence of the contrary, the evidence produced by a computer

was reliable. Post Office had access to a Known Error Log but did not disclose its

contents [347], and because evidence was treated on a case-by-case basis, it was

never possible to establish the unreliability of Horizon for a single defendant with

limited resources. Thus, “a subpostmaster could be held responsible for losses they

incurred as a direct result of failing to notice an error in a sophisticated computer

system over which they had no control” [347].

More recently, however, a Group Litigation that allows a collection of cases to

be examined in parallel took place. This allowed subpostmasters to contest Horizon

as a group with pooled funds and more combined evidence to contest Horizon more

effectively. As a result, it was possible to force more disclosures about Horizon that

made it possible to establish that it was unreliable, with forced the government to

put aside hundreds of millions of pounds to cover the payouts in what is considered

the biggest single miscarriages of justice in British history [348].

It is instructive to consider this example, and how similar situations could be

improved because it is a large system but one that is nonetheless less complex than,

2See Nick Wallis’ book [346] on the subject for more details.
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for example, machine learning based systems. It is also a typical kind of system that

people will interact with daily. Many other faulty traditional systems have caused

legal issues [129]. Reasoning about the responsibility of individual bug occurrences

in a system is difficult because if the probability of a bug occurring is similar to the

probability of a user committing fraud then we are left with biases [7].

As the Group Litigation showed, an approach based on transparency of the

know error log and intelligible recordings of the system’s operations could improve

things by making accessible the information that was actually useful in practice [7].

This would make it possible for subpostmasters to (i) be aware of potential bugs

(transparency about the system), (ii) analyse the logs of their system’s operation

(transparency about their interaction with the system), and (iii) have access to ev-

idence that can be used to contest any faults in the system that may occur. More-

over, the security of such a system should be based on a threat model that assumes

Post Office to be adversarial to transparency as they actively hid the contents of the

known error log.

Relying on (zero-knowledge) proofs of correct execution would not solve the

problem entirely because they only apply if the program executed entirely correctly,

but this may not be the case if either the bugs that occur and cause the proof to fail

are not responsible for faults (e.g., misrecording transactions) occurring, or if the

program executes correctly but its logic is flawed. Moreover proving the correct

(perhaps distributed) execution of a large program may simply be impractical. Fo-

cusing on only a small critical component is not enough because if, for example, the

accounting executes correctly but the display is faulty, a subpostmaster might try to

fix the error manually, leading to discrepancies.

Uber’s fraudulent activity algorithm In another case, the Amsterdam District

Court ruled that drivers from the UK were permitted to contest the norms applied

to them by Uber’s system (as well as other similar companies e.g. Ola) when they

were banned from the service for fraudulent activity. Moreover, the court ordered to

provide transparency about numerous aspects of its system, including the data used

by Uber’s algorithm to dismiss the drivers, which was not previously accessible to
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the drivers [349].

The issue for drivers lies in the fact that they are subject to the ratings they

receive from customers and Uber’s system based on these customer ratings and

other factors, which determine the service they receive from Uber and whether or

not they are allowed to drive for Uber. Customer ratings may be biased, however,

based on attributes such as the race of the driver, which then feeds into Uber’s

system determining that the driver should be banned if they fall under a certain

rating. Other surveillance systems used to assess drivers are also in place such as

facial recognition checks that may fail and lead to a driver being kicked off the

platform [350].

Compliance based audits would not achieve much in these scenarios. When

it comes to biased customers, there is no way to assess in advance whether cus-

tomers will be more or less biased, or to produce a facial recognition system that

functions such that there is a negligible probability of failure across all drivers. In-

evitably, transparency will be required and must be available for drivers to allow

them to contest such systems, without first having to go through lengthy, expensive

processes to access the relevant information that is intentionally obfuscated.

While regulations, Article 22 of the GDPR that gives an individual the right not

to be subject to a decision based solely on automated processing in this case, can

enable an order to disclose aspects of the system, mechanisms to execute this are

lacking, and it is not always possible for an individual to know that they are subject

to such a system. There are suggestions for ways to audit the design [351] of AI

systems as well as releasing information about the models themselves [121] and the

datasets that they are trained on [118]. However, these are not designed with a threat

model and, therefore, assume a fairly honest system designer and operator, whereas

companies such as Uber have an incentive to obfuscate how their system functions

to avoid scrutiny, and argue this is necessary for commercial confidentiality and

customer privacy purposes.
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6.6 Practical Considerations

6.6.1 Electronic evidence

The book by Mason and Seng [203] discusses many issues with electronic evidence

in the legal context and makes clear that the topic touches upon many aspects of se-

curity, not only the authentication (typically handled through electronic signatures)

and integrity of the evidence itself (typically handled through cryptographic hash

functions), but also of the networks over which it is exchanged, and how it is stored.

It also makes clear that when treating software as a witness, it must be taken into

account that software can be written to deceive, as in the Volkswagen emissions

case [341].

More recently, the Post Office case used as an example above has generated

work discussing the presumption of reliability that evidence generated by computers

often enjoy, and the issues this can cause [127, 352, 353, 354]. (Different jurisdic-

tions adopt different standards of course.) This presumption that electronic evidence

is reliable has also facilitated harm in cases where the party producing the evidence

not only knows that it is unreliable, but also that it is essentially fabricated [355],

Related to this is also the necessity for expert witnesses to explain the evi-

dence that is generated, so the explainability of the evidence plays an important

role because the expert witness must be able to understand the evidence themselves

and be able to explain it in a clear way to a judge or jury. Explainability has been

investigated for machine learning based systems, sometimes with emphasis on ex-

plaining single decisions to individual users rather than explaining a system as a

whole, which may be required to establish its reliability. The kind of explainability

that is geared towards engineers [356] of the system may be more useful in this

context, but may also be less accessible by design.

6.6.2 Balancing transparency and privacy

Whenever information that may be sensitive is made available, privacy and confi-

dentiality concerns emerge.

This includes concerns for the privacy of the individuals who may be related to
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the information that is released. This should be treated with care, using appropriate

sanitization mechanisms; for example, by implementing data minimization and us-

ing differentially private data release mechanisms [54, 11], which are aligned with

regulatory data protection requirements [67, 68]. Because different data carries dif-

ferent privacy risks, and different levels of usefulness in contesting the system, this

is a problem that must be addressed on a case-by-case basis that takes into account

the trade-offs between privacy, the consent of parties that relate to the information

(or other bases for releasing that information), and the information that is necessary

for transparency to be useful.

Often, a dispute may rely on both system-level information (e.g., error rates)

and individual information (e.g., specific system events). System-level information

such as univariate statistics may leak less sensitive information about individuals,

while individual information is naturally more sensitive but may need only be ac-

cessible to the individual in question.

Commercial confidentiality can also be a concern. This motivated the reliance

on tools such as zero-knowledge proofs suggested by Desai and Kroll [102] and

Kroll et al. [101]. Some arguments support the idea of access to the source code of

a system in the case of a dispute about the system [129], and as we have discussed

above, relying on assurances rather than transparency may not enable contestability.

Naturally, in cases where commercial entities benefit from information asymmetry,

they are unlikely to want to provide greater transparency without an incentive or

obligation that would provide trade-offs in favour of transparency. Thus, it may fall

to evolving regulations and technical standards that govern the design and operation

of systems to determine the right balance. As we have seen in the Uber example

above, regulations can already force the disclosure of broad information about the

system, even if they did not require that information to be public beforehand.

6.6.3 A system in one place, transparency in another

Systems are often designed and implemented in one place before being deployed

internationally. Disputes around the system, however, often take place where the

harm caused by the system has occurred, which may not be where the system has
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been designed. Thus, transparency around the system, if it is to be useful in a dis-

pute, should reflect the local context of the dispute, rather than the context in which

the system was designed. The importance of the audience of transparency has been

discussed by Kemper and Kolkman [357] and Felzmann et al. [358], highlighting

the need for transparency solutions that reflect the population it interacts with.

6.7 Conclusion

In this chapter, we have argued for the necessity of employing secure accountabil-

ity mechanisms to ensure the legitimacy of computational systems whose code en-

forces norms. In particular, we have argued the need for accountability mechanisms,

based on transparency rather than compliance verification, to enable the ability to

contest the norms that code enforces when these may be illegitimate.

This entails a culture shift to a user-centric notion aimed at giving users the

agency to contest the systems they are subject to through channels such as legal

processes, rather than a technical system-centric notion of accountable systems that

do not entail any change in systems if they are flawed. Contestability is a human

process with a human output, which should address any harm done to a person,

regardless of any changes being made to the system that produced harm in the first

place (even if such changes should also take place).

Because the best mechanisms to contest norms are those that can effectively

pressure system designers or operators to change their system even if they are re-

luctant to do so, such as the legal system, we have analysed technical accountability

mechanisms based on their ability to support the action of contesting computational

systems via legal processes. From this perspective, transparency enhancing tech-

nologies understood as accountability mechanisms that include transparent logs of

a system’s operation, emerge as mechanisms that are more supportive of contesta-

bility than other accountability mechanisms based on providing assurances of com-

pliance with given norms.

While work on designing technical systems has previously predominantly fo-

cused on building systems that match or comply with norms, there is scope to build
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upon existing tools to create better transparency enhancing technologies that fill all

the requirements that must for met to effectively enable accountability and, by ex-

tension, the ability to contest and change norms. Thus, this has implications for

developers who wish to produce a change in existing systems and developers of

new systems that may be designed with a model of decentralized governance that

affords broader scope for changing the norms enacted by the system.

While there is justified scepticism of technical solutions to governance or reg-

ulatory issues, work in the field of law and policy that is concerned with the impact

of computer systems should encourage and interact with the development of techni-

cal tools that can support their goals and empower the users that their work aims to

help. Innovative new systems are not the only type of system that can cause harm,

but there is necessarily a lag between technical innovation, the appearance of new

systems, and of any effective governance or regulatory frameworks for these sys-

tems, which can leave users more exposed. Until such frameworks are put in place,

it is all the more important for users to be able to contest the impact new systems

can have, and this can also help guide the development of these frameworks by

exposing system flaws or gaps in existing regulatory and governance approaches.

Finally, rather than simply allowing more legal cases to go forward, trans-

parency and contestability can make security and reliability essential to system op-

erators by making it harder for them to externalize the costs of a faulty system.
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Conclusion

This thesis has evaluated log based transparency enhancing technologies and the

role they can play in making it possible to contest flawed systems and hold operators

of these systems accountable.

First, as Chapter 4 shows, it is possible to systematize log based transparency

enhancing technologies and characterize them based on the mechanisms they re-

quire to operate, and what security means for these mechanisms based on realistic

threat models. For the most part, essential mechanisms like cryptographic logs exist

and are usable. There are already transparency enhancing technologies like Certifi-

cate Transparency and cryptocurrencies that are built using these tools and work,

securely, on a very large scale. This is encouraging and shows that building trans-

parency enhancing technologies, even on a large scale, can be done and can bring

positive change to a system.

Going beyond logs, however, issues quickly start to appear with existing san-

itization, release and query, and external mechanisms. In the case of sanitization,

privacy enhancing technologies are developed with privacy as their first concern,

which creates trade-offs when it comes to satisfying the requirements of trans-

parency.

In the case of release and query mechanisms, not much has been done in prac-

tice beyond querying logs for data (and verifying the inclusion and integrity of data

in a log). Supporting an actual database with fully-fledged query capabilities on top

of a log is something that can be done in theory but has not been done in practice.
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Likewise, when it comes to integrating with external processes to make use of

transparency enhancing technologies, much can be done in theory but little has so

far been done in practice. Accountability in the Certificate Transparency ecosys-

tem is down to whoever has decision-making power at Google, Mozilla, Microsoft,

Brave, and other browser vendors. Regulations, and the development of trans-

parency enhancing technologies for a broader range of systems, particularly those

with which individuals directly interact, may positively impact this.

Chapter 4, which presents VAMS, illustrates these points quite well. We use

two existing log primitives (HLF and Trillian) to build logs that satisfy the require-

ments of a system meant to provide transparent auditing of access to data records.

Concerning sanitization, however, our MultiBallot mechanism cannot sat-

isfy the requirements of differential privacy, and no existing differentially private

scheme supports the ability to easily find one’s records in a privacy preserving

dataset to verify its inclusion in the computation of statistics for an audit in the way

that MultiBallot does. Thus, we have to recognize the trade-offs made with VAMS

and use this as a starting point to develop better mechanisms that could satisfy all

of our ideal requirements.

Nonetheless, VAMS is an example of how a transparency enhancing technol-

ogy can be built to effectively improve an existing external process, in this the pro-

duction of IPCO annual reports, and potentially extend this to users who could then

also identify when they have been affected by mistakes and act on this information.

With Chapter 6 we address a more general question than how to build a trans-

parency enhancing technology. What is the point of building a transparency enhanc-

ing technology when we could also just verify that a system functions correctly?

The answer lies in the fact that transparency be useful for verifying more than sim-

ply the correct execution of a system, it can also be used to see what norms and

system enforces and how it enforces them. Transparency then makes it possible to

go further than accountability and test the legitimacy of these norms by contesting

them via external processes.
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7.1 Open Problems
Requiring transparency The question of how to require any kind of transparency

remains open.

There may be requirements to implement some form of transparency to com-

ply with, for example, ETSI requirements for providing a telecommunication ser-

vice [294], a legal requirement to provide designated auditors with assistance (in-

cluding IT infrastructure) [216], or the tight of access by the data subject to data

held about them by a controller specified in the GDPR [359]. With the noticeable

exception of the GDPR (which is very widespread), however, such transparency re-

quirements are not public facing. Moreover, they are not as broad as what this thesis

would argue for.

Laws and regulations can also work against transparency. Intellectual property

(IP) law, in particular trade secrets that allow information about a system to remain

confidential conflicts with requiring transparency and, as we have argued, an ap-

proach based on zero-knowledge proofs may not be practical or suitable to resolve

this tension.

The argument could be made that any system operator that operates a system

that could cause harm, especially systems that have been shown to have faults and

that have caused harm (or are likely to have done so), should not be able to rely on

IP law for obfuscation – vendors of electronic voting machines that have repeatedly

been shown to have security or reliability issues exemplify this. Of course, many

would argue against this because, as laid out in the introduction, operators of faulty

systems would rather treat system faults as something that can be externalized to

the public rather than a liability.

Thus, there is a debate involving the political and economic aspects of this

question that must be resolved, but transparency must be considered more than it

has been so far given the evidence that systems based on transparency do work (e.g.,

Certificate Transparency and cryptocurrencies).

Implementing transparency Like security and privacy, building transparency sep-

arately on top of an existing system (i.e., as an overlay) may not be as productive
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as embedding it into the system itself by design. However, this naturally brings

into question how this would change the workflow of system operators, many of

which have yet to successfully embed security or privacy into their workflow and

who might have a natural reluctance to implement transparency, and how this could

be achieved with existing systems.

Aside from the open problem of requiring transparency, transparency engineer-

ing will have to be developed like security engineering [320] and privacy engineer-

ing [333, 334] before it and, like them, drawing on requirements engineering and

other fields with extensive bodies of work to learn from, as well as developing an

understanding of the contexts in which it is deployed.

Interpreting transparency If transparency is to be useful, it should be possible to

find the evidence required to contest within the information it makes available. In

court, evidence that is hard to interpret may mean relying on an expert witness to

explain the evidence and someone to assert its reliability (e.g., a representative of

the system operator or an expert witness depending on the legal system), but the

focus in this thesis is also in facilitating access to evidence so that it is possible

to get to the courtroom in the first place. It is still possible to rely on an expert

before going to court, but they can also be difficult (and possibly expensive) to

get in touch with without having already started the process of a legal dispute, so

information made available through transparency should ideally be interpretable (at

least to some extent) to anyone.

Starting with code, which is inscrutable to most people, it is unlikely that any-

one who is not experienced with reading code (and the code base of the relevant

system) in the first place will be unable to correctly assess how the code is intended

to function and how it can fail simply by starring at it.

The Heartbleed Bug discovered in the OpenSSL cryptographic library makes

this clear: years of using and occasionally inspecting code does not guarantee the

discovery of one of the most impactful vulnerabilities in the history of a library on

which the modern internet depends [360], even if the open-source nature of the code

did ultimately result in the vulnerability being identified.
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Searching for open source code itself is also a problem given the dependencies

between different code bases, even if a software bill of materials (a list of software

ingredients introduced to manage software supply chain risks) may help to outline

these dependencies. GitHub can be thought of as providing a central repository of

open source code that can be browsed and searched, but code is not indexed in the

manner that other topics with centuries of library science devoted to their indexing

are (e.g., the law, despite it’s growing volume), and as a result, searches do not

necessarily provide useful results given all the forks of a particular code repository

(and its dependencies) that may exist, for example.

Going even further, code cannot be interpreted by a human in the same sense

that a legal rule is interpreted (by a judge for example) and this is made more com-

plicated by the role of a compiler in interpreting the code (and compiled code being

even more inscrutable) and the presence of comments added by software developers

to the code, which are not interpreted as code by the compiler, yet indicate what the

code should do and how it is implemented, as well as the runtime environment.

Moving on to outputs, interpreting these can differ based on the existence of

some ground truth.

In some cases, there may exist a ground truth that makes it clear the wrong

output occurred. For example, A-level students in the UK were automatically as-

signed grades in place of having an exam because of the covid-19 pandemic in

2020 and the restrictions that were in place. The assigned grades were computed

such that the grade distribution should match that of previous years, meaning that

students were graded based on the performances of past students rather than their

own and, as a result, some were penalized by a lower-than-expected grade if they

had outperformed the norm. Because teacher predicted grades existed, however, it

was obvious in some cases that students might be harmed by their assigned grades

(e.g., if it meant they would not meet the conditions of their university offer) and

that they could realistically have obtained a higher grade. This lead to protests and

a government u-turn over the use of assigned grades [239]. (The system was not

re-used so nothing was done to fix it.) More generally, in cases where code is used
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purely to scale decision-making (e.g., applying a fixed decision tree) it may be fea-

sible for a single or a few instances to go through the rules by hand and determine

what the correct output should have been and interpret the system’s output in that

context.

In other cases, a ground truth may be harder to determine. if the code relies

on large quantities of data and/or produces unexplainable outputs (as most complex

neural networks do for instance), then the code’s execution cannot meaningfully

be compared to a manually computed output. In a legal setting, the presumption

of innocence may also mean that there is no meaningful ground truth without go-

ing through the lengthy legal process that legal technology is deployed to replace.

Interpreting an output may then be a very difficult task.

Undoing harm The key point that this thesis argues for is the idea that it must be

possible to contest the outputs of a system and the effects they may have, particu-

larly when they cause harm. Part of this should be to determine how harm can be

undone.

When code causes harm, the harm is not in the code as it is written and ex-

ecuted, which changes the state of the system but not the state of the individual’s

world, but in the effect that the output of executing the code has, which can change

the state of the individual’s world. It makes sense, therefore, to focus on outputs as

well as the code that produces these outputs.

Undoing harm could, therefore, mean two things. It could mean changing the

code that produces harm, undoing the source of harm and preventing the same harm

from occurring again. More importantly, for a victim of harm, it could mean revers-

ing the state of the system to what it was before the harmful output and reversing

the effect of that output on their life.

For example, a system that determines whether or not someone should be

granted bail could include a function that allows an output to be erased from the

system. In the physical world, such an output could be ignored if it is recognized

as a fault because it only takes effect through other mechanisms such as a judge

refusing to grant bail and law enforcement enforcing the decision. Of course, there
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could be a cyber-physical system that also includes an automated judge and physi-

cal restraints, in which case the code that produces the output would have a physical

effect, reinforcing the need to keep human decision-making in the loop so that de-

cisions to ignore harmful outputs can be made.

More generally, an error is unlikely to be recognized and ignored. Automated

systems are unlikely to be used if they involve supervision that is roughly equivalent

to the task they are supposed to automate so they are more likely to operate in a

mostly unsupervised way. As in civil litigation cases, compensation to the harmed

individual could be based on the output that determines the harm done to them.

Because harm is often not static in time (e.g., the harm that comes from a refused

bail application increases with each day), the ability to identify and resolve faults,

and the length of time this takes, should impact compensation. Punishment (as in

criminal prosecutions) to the system operator could also be based on how the fault

came to be; for example, because of accidental, negligent, or intentionally harmful

operation of a system that could cause harm, and how it is resolved.

7.2 Closing thoughts

Like most academic work in this field, the hope is that this work can play a part in

making systems better; for example, more secure, with better accountability for the

inevitable flaws in systems, and better processes to deal with the impact of these

flaws on people.

Redmiles, Bennett, and Kohno, have recently published an article that takes a

critical view on power in computer security and privacy, which reflects on how the

top-down power structures that govern systems and society impact how research is

done [361].

It is easy to see this in practice. Funding for research and conferences flows

from big tech companies or government agencies that produce the systems we are

meant to critically analyse. This should include questioning whether a system

should even exist, but can often be replaced by trying to simply mitigate the harms

a system produces by, for example, making it privacy preserving when the lack of
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privacy is not the primary issue or fairer when there should be no need to classify

and discriminate in the first place.

As stated in the introduction to this thesis, research in information security has

always dealt with issues of power over a system, typically by ensuring privilege

over a system (e.g. through access control mechanisms), and this thesis has consid-

ered the opposite approach. If anything, transparency should allow systems to be

questioned up to whether or not they should exist, and allow us to get a better idea

of how to design systems that should exist.
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less) than twin sisters. Techné: Research in Philosophy and Technology,

12(3):169–183, 2008.

[317] Ashley Nellis. The color of justice: Racial and ethnic disparity in state pris-

ons. 2021.

[318] Kim Zetter. Diginotar files for bankruptcy in wake of devastating hack, 2011.

[319] Tim Wu. When code isn’t law. Va. L. Rev., 89:679, 2003.

[320] Ross Anderson. Security engineering: a guide to building dependable dis-

tributed systems. John Wiley & Sons, 2020.



Bibliography 186

[321] Lawrence Lessig. Law regulating code regulating law. Loy. U. Chi. LJ, 35:1,

2003.

[322] Joan Feigenbaum and Daniel J Weitzner. On the incommensurability of laws

and technical mechanisms: Or, what cryptography can’t do. In Cambridge

International Workshop on Security Protocols, pages 266–279. Springer,

2018.

[323] Joel R Reidenberg. Lex informatica: The formulation of information policy

rules through technology. Tex. L. Rev., 76:553, 1997.

[324] Lawrence Lessig. Code is law. Harvard magazine, 1(2000), 2000.

[325] Nick Szabo. Formalizing and securing relationships on public networks.

First monday, 1997.

[326] Max Raskin. The law and legality of smart contracts. 2016.

[327] Laurent Simon, David Chisnall, and Ross Anderson. What you get is what

you c: Controlling side effects in mainstream c compilers. In 2018 IEEE Eu-

ropean Symposium on Security and Privacy (EuroS&P), pages 1–15. IEEE,

2018.

[328] Laurence Diver. Digisprudence: the design of legitimate code. Law, Innova-

tion and Technology, pages 1–30, 2021.

[329] Bogdan Kulynych, Rebekah Overdorf, Carmela Troncoso, and Seda Gürses.
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