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Abstract. We outline the purpose, usefulness, and pitfalls of log based
transparency enhancing technologies based on four mechanisms (logging,
sanitization, release and query, and external) and threats to transparency
to these mechanisms, which we illustrate with two case studies of large
scale deployed systems, Certificate Transparency and cryptocurrencies.

1 Introduction

Transparency is often suggested as a way of identifying flaws in a system, en-
abling accountability, and making it more likely that flaws are rectified and their
impacts mitigated. This does not, however, entail any specific meaning or way
of implementing transparency, particularly in systems deployed in an environ-
ment that is adversarial to the accountability that transparency should enable.
What information is revealed? In what form? By who? To whom? How? As
a result, transparency does not always work as desired and is sometimes even
counterproductive [167].

This paper considers transparency based on logging mechanisms. This in-
volves technical considerations, such as logging, sanitizing, releasing and query-
ing data, and non-technical external mechanisms that determine what can be
done once transparency is in place.

Outline of the paper We motivate applying transparency for computer sys-
tems and give an overview of transparency and criticisms of transparency in Sec-
tion 2, before outlining log based transparency enhancing technologies based on
four essential mechanisms in section 3: logging, sanitization, release and query,
and external mechanisms. Threats to transparency, mapped to these mecha-
nisms, editorial control, and individual evidence, are discussed in Section 4 We
consider the infrastructure that supports logging in Section 5 and the interac-
tion between transparency and privacy in Section 6. To illustrate our discussion
we provide in Section 7 two case studies of transparency systems, Certificate
Transparency and cryptocurrencies. We then discuss related work in Section 8
before concluding in Section 9.

Methodology We have endeavoured to find publications relevant to log based
transparency enhancing technologies at major security conferences like IEEE
S&P, ACM CCS, NDSS, Usenix Security, PETS, and ACM FAccT, as well as
in other conferences, workshops, and journals, including those in adjacent fields
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(e.g., HCI, STS) and other fields (e.g., Law, Philosophy, Business, and Eco-
nomics) that provide a basis for thinking about transparency and computer
systems. Work relating to transparency but not to log based transparency en-
hancing technologies (e.g., transparent machine learning) is out of scope and,
therefore, not included.

2 A Short Overview of Transparency

If something is being done transparently then, in principle, it cannot be done
badly without it being noticeable, creating an incentive to do things well if
there is a high likelihood of being held to account, enabling accountability or
other ethical principles (e.g., safety, welfare) [172] and mitigating information
asymmetries.

There are many examples of transparency. Government open data prac-
tices [48, 49, 133, 148]. The sharing of data that allows scientific research to be
reproduced. Freedom of information laws that make it possible to request in-
formation from public authorities. The GDPR [3] gives individuals the right to
request a copy of their personal data that is held by a controller (Article 15)
and requires that their data be “processed [...] in a transparent manner” (Article
5). Open source code, nutrition labels for datasets [69,82,142] and models [118],
and privacy labels [91,92].

2.1 Transparency matters for computer systems

No system is perfect. Designs can be flawed, implementations can have bugs
and, even if we perfected the design of complex systems and (however unreal-
istic) formally verified them entirely, this would not prevent harms that occur
because of a system that is misused or, operating as intended, applies harm-
ful norms [79]. Information is routinely copied, aggregated, and analysed across
networks operated by different parties, rendering strict enforcement mechanisms
impractical compared to relying on accountability [182], especially when the use
of data is context dependent; for example, in the case of an emergency that
requires immediate access to medical data [61].

More generally, evaluating strict compliance with norms assumes reliable
norms, despite many systems operating in grey areas [79]. As systems grow in
complexity and scope of applications, the ability to evaluate systems is increas-
ingly important, not only for auditors or regulators but also for users who may
change how they interact with the system [56].

Evaluating systems is not new and system operators routinely do so inter-
nally, but this does not always work to reduce the harms of a faulty system.
There can be issues with how the evaluation is done; for example, because of
flawed mechanisms or metrics, and if an issue is detected the system operator
may not have the incentive or the capacity to address it. On the other hand,
when users are harmed they cannot necessarily detect or show faults in a system,
despite having a greater incentive to do so.
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Privilege over information about the system (e.g., known error logs) also
means that system operators can manipulate disclosure procedures to their ad-
vantage [108]. This includes many types of systems, such as accounting systems
(e.g., Horizon, linked to one of the biggest miscarriage of justice in the UK [88]),
breathalysers (See Bellovin et al. [30]), and decision making systems that result
in unfair harmful outcomes [22,26].

Transparency enhancing technologies should address such issues at scale. For
example, the IPCO, which audits law enforcement requests for telecommunica-
tions data in the UK, perform local inspections to produce their audit [85]. A
transparency overlay on top of the data request system could allow for larger
more efficient audits.

Transparency can also be seen as a tool for efficiency. Decentralized systems
are often desired because they do not rely on a central party, but centralized
systems can operate more efficiently. They can also make more sense logistically,
for systems that either involve sensitive data that cannot be used in an encrypted
form for operational reasons or simply to avoid the burden of coordinating many
(sometimes unaligned) parties. A decentralized transparency overlay on top of
a centralized system with a trustworthy interface between both could provide
a useful compromise between the advantages of the centralized system and the
lesser trust required by a decentralized system.

2.2 Criticisms of Transparency

Lack of effectiveness Transparency is assumed to enable accountability, better
behaviour, and increased public trust. Criticism of this assumption is centred
around the gap between the dissemination of information and its usefulness in
enabling sanctions on a misbehaving party [66].

Etzioni has argued that there is little evidence supporting the view that
transparency is an effective accountability mechanism [60]. Transparency is no
alternative to regulation (it can only be complementary) if it only offloads the
responsibility of demanding and analysing data to citizens without the resources
to handle these tasks.

In the UK, the replacement of formal audits with requirements for English lo-
cal authorities to publish datasets (with little contextual information) weakened
accountability [62]. In countries without regulations that implement effective ac-
countability, however, transparency can be effective at bypassing corrupt official
audits [62].

The issue is that information does not, by itself, prevent or mitigate bad
outcomes. For example, mandated disclosures such as nutrition labels do not
prevent any nutritional harms that, in any case, are linked to many factors
beyond the nutritional value of a food item. The same is likely to be true for
data and privacy nutrition labels. A label stating that a dataset has flaws does
not prevent anyone from using the dataset and producing a flawed model trained
on that dataset.

Research on privacy labels has also shown that issues of judgement and mis-
direction can render transparency ineffective [6, 9]. Developers are not always
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well equipped to evaluate the labels they create, because privacy is not necessar-
ily their expertise and they may not account for harms unknown to them [103].
If any harm originates from the use of a dataset or privacy-invasive system, a
system operator will not be prevented from deploying such a system and may
rely on labels as cover if the process that produces them can be influenced.

Yu and Robinson similarly argue about open government data that it does
not imply any effect on how government works (other than publishing data) or
create any accountability so any faulty process is likely to remain in place [189].
Thus, open data and transparency may be used as a trojan horse for other
political goals [101].

If transparency by itself does not entail accountability, it follows that it
also does not create trust. Despite greater access to information, for exam-
ple, via government transparency and freedom of information, trust has not
increased [106, 132, 135, 187]. If transparency only reveals systemic faults, why
trust the system?

Restricted transparency Transparency is restricted when requesting infor-
mation that is theoretically available requires specific expertise or resources (e.g.,
via freedom of information requests), or when bulk releases obfuscate important
information [163]. Even if a party is honest, the release of information implied
by transparency does not necessarily imply the effective communication and un-
derstanding of that information [132] or that the information that is released is
not chosen purposefully to serve a chosen narrative [8].

These criticisms extend to transparency for black box computational sys-
tems [16,184]. Burrell distinguishes three forms of opacity in this context, opac-
ity as intentional corporate or state secrecy, opacity as technical illiteracy, and
opacity as the way algorithms operate at the scale of application [37].

Rights such as data subject access requests also have practical issues [23].
Knowing the inputs, rules, and outcomes of a complex system may not be enough
to understand its processes. Thus, auditing decisions that result from algorithms
can still pose a significant challenge [119]. Even open source systems are not
necessarily more or less secure than closed systems [18, 153] because there are
many steps in between code being released and issues being fixed.

Tension with privacy and confidentiality Restrictions on transparency can
also occur because of the potential privacy harms to users or confidentiality
issues for businesses. This is particularly important for systems that process
sensitive data, despite the fact that greater transparency about the sharing and
processing of such data is desirable. For example, freedom of information requests
in the UK may be refused if they involve the release of personal information that
would contravene data protection principles [1, Chapter 36, Part II, Section 40].
Similarly, Uber invoked privacy concerns to impede a challenge by Uber drivers
seeking to obtain information about the system that they were subject to [146].
Unless compelled to, companies are often reluctant to disclose anything that can
fall under commercial confidentiality.
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Fig. 1. Summary of essential mechanisms and their place in a transparency process.

3 Essential Mechanisms

This section introduces transparency based on four mechanisms, as illustrated
in Figure 1.

Logging links the system to the log. Sanitization takes place either between
the logging mechanism recording information and committing it to the log (e.g.,
to protect commercially confidential information that even trusted auditors may
not see) or before the release and query mechanism (e.g., to allow for both
privacy-preserving releases of information and access to raw data depending on
the party information is released to, and enforce access control to information).
The release and query mechanism relates the log to the users of transparency
(auditors, data subjects, and other individuals) who then relate to each other
and take action through external mechanisms.

3.1 Logging mechanism

Transparency requires information to be recorded and traceable [95]; for exam-
ple, in the form of a chronological list of events or actions that have taken place,
a record of the data used by the system to operate, or even a complete record
of any byte in a current or past state [50].

For the purpose of transparency, logging mechanisms have coalesced under
the notions of authenticated data structures [116, 166] and transparency over-
lays [40], typically in the form of Merkle Trees or blockchains designed to ensure
that a log is verifiably append-only, can queried, and is consistent. Such logs
satisfy consistency (a potentially dishonest log server cannot get away with pre-
senting inconsistent versions of the log to different parties), non-frameability,
(parties cannot blame the log server for misbehaviour if it has behaved hon-
estly), and accountability (there exists evidence that can be used to implicate
log servers that promised to include events but then did not) [40].

Merkle Trees Merkle Trees are binary trees based on a hash function h such
that each node i takes the value hi = h(hleft(i)|hright(i)) based on its left and
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right children. Given that h is collision-resistant, tamper resistance is guaranteed
as modifying any node will result in a different root hash.

The leaves in Merkle trees can be arranged either in chronological order to
form a history tree [45] that grows from left to right (making it easy to see new
additions to the log) or lexicographically as in a prefix tree (making it easy to
look-up values in a log e.g., see CONIKS [113]). When new values are added to
the log, this results in a new root hash which, signed by the log server alongside
the previous root hash, creates a chain of signed tree roots.

A prefix tree and a history tree can be combined to form a verifiable log-
backed map [7,73,74,149]. (The prefix tree can alternatively be a hash treap [138,
143].) The prefix tree in a verifiable log-backed map, which can be in the form
of a sparse Merkle tree pre-populated with all possible hashes (e.g., 2256 leaves
to match all possible SHA-256 outputs) [46,99], serves as a map (i.e., key-value
store), while the history tree is used as a log that records all signed root hashes
for the map, ensuring that clients can verify that the map they are shown has
also been shown to others that have audited the log. This combination of both
types of Merkle trees allows for a wider range of efficient proofs than either type
of Merkle tree could support on its own (i.e., append-only for the history tree,
look-ups for the prefix tree) [7]. Users, however, still need to collectively check
that both Merkle trees track the same keys and values.

A third Merkle tree can be added to construct an unequivocable log derived
map [17], in which the first tree is a history tree log of operations, which are
batched into a prefix tree that allows efficient lookups of operations, and the
third tree records the root hashes of the second tree.

More recent work by Hu et al. [84] also combines history and prefix trees
by proposing a history tree in which the internal nodes store the root hashes of
prefix trees. At any given epoch, the root hash of the history tree summarizes the
state of all prefix trees at that epoch, making it easier to monitor new changes,
while the internal prefix trees make it easy to look up key values in the current
epoch. Because the history and prefix trees are part of the same tree, checking
that both trees track the same keys and values is easier.

Reijsbergen et al. [145] also combines several types of Merkle trees, this time
a prefix tree in which all the leaves are the root of a Merkle sum tree in which
nodes contain homomorphic commitments to the sum of the values of their child
nodes, down to the value of each leaf. The prefix tree structure enables efficient
lookups whilst the sum tree makes it possible to support a wider range of queries
(sums, counts, averages, min/max, and quantiles) with integrity guarantees.

Alternatives to Merkle trees Append-only dictionaries based on bilinear
accumulators [169] logarithmic-sized append-only proofs and polylogarithmic-
sized lookup proofs are an alternative to Merkle trees, but high append times
and memory usage mean this approach is not yet practical.

Blockchains Beginning with Bitcoin [126], blockchains have been used to pro-
vide a transparent record of transactions over a network. As Ethereum [186] and
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later projects have shown, it is possible to execute arbitrary programs (smart
contracts) and record these executions, allowing applications to run transpar-
ently on top of a blockchain or to use an existing blockchain to store evidence
in a tamper-resistant way [67,72,80,127,137].

Blocks in a blockchain store data (including the state of a smart contract)
in Merkle trees so transparency applications that run on top of Merkle trees
can use a blockchain’s consensus protocol to replace the need for gossiping be-
tween clients that is required in a Merkle tree based system to guard against
equivocation [34,170].

Blockchains can be permissionless or permissioned. In a permissionless set-
ting, it is possible to use an existing public blockchain (e.g., Ethereum). This
removes the need to maintain the log (miners will do so) and the effort to write a
smart contract for it may be less than deploying an entire system like Certificate
Transparency (at a price determined by the underlying cryptocurrency). On the
other hand, relevant events may not appear in an accurate chronological order
because their inclusion will depend on miners who will primarily care about in-
cluding the transactions that maximize their revenue rather than the needs of a
single transparency application.

In a permissioned setting, known pre-determined parties will have to main-
tain the log because there is no underlying cryptocurrency, but the system could
be set up to include new events to the chain as they arrive rather than at the
wishes of a miner optimizing its revenue. Because all parties are known and
the blockchain is more likely to be application specific than a general-purpose
blockchain, this setting is also much closer to deploying a Merkle tree based
system like Certificate Transparency, with the benefit (or cost) of having a con-
sensus protocol.

3.2 Sanitization mechanism

The sanitization mechanism determines how logged information is processed, in
plaintext (i.e., unsanitized), through a privacy-preserving form of data release
(e.g., by adding noise or generating a synthetic data [80]), in an encrypted form
to be decrypted by specific parties (e.g., trusted auditors being given access to
raw data, individuals accessing individual evidence [80]), or using cryptographic
techniques such as zero-knowledge proofs to assert relevant properties of the
logged information without revealing the underlying data [67,72,137].

Access to unsanitized information may be required if no sanitization mecha-
nism exists that is compatible with the desired transparency. For example, there
may be no way to satisfy reasonable differential privacy bounds without adding
excessive noise, to produce cryptographic proofs that assert the necessary prop-
erties of the logged information. In such cases, it may be necessary to permit
access to unsanitized data by designated auditors, while the public is given san-
itized data that can be used to verify an audit published by trusted auditors.

Identifiers (and other metadata) that allow users to verify their individual
data may also need sanitization. For example, CONIKS uses a verifiable random
function to produce a user identifier for the log that does not reveal the identity
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of the user to others [113], and more recent work has introduced append-only
zero-knowledge sets that minimize the leakage from queries [39,107].

3.3 Release and query mechanism

Once data is logged, it must also be possible to release it or perform queries on
it. The logs we have introduced above support basic queries, but more can be
done. Given a database, it is possible to store the hash of the database on a log,
enabling users to verify that the database they are querying is the same as the
one indicated by the log if they can download the entire database, but this does
not guarantee the integrity of a query on that database.

Work on single client authenticated databases [191, 192]; that is, outsourced
databases that guarantee the integrity of queries and updates to the database,
has led to work combining authenticated databases with a log such as a blockchain
on which a smart contract is running [139]. The log ensures consistency and al-
lows clients to verify that the database they are querying (without needing to
go through the blockchain) is the database that has been recorded on the log,
allowing for a broader set of queries than what is natively supported by the log
itself.

Specialized formal languages, similar to TILT [75] (developed for the GDPR
transparency requirements), could also be developed to produce application-
specific transparency APIs that return human-readable answers to queries.

As discussed in the case of sanitization mechanisms, data may appear in
different forms to different parties. One way of doing this is simply to encrypt
data under the relevant parties’ public keys so that only they can decrypt the
raw data, but another possibility is for the release and query mechanism to
implement access control that determines who can query the log. A blockchain
based system can implement access control via a smart contract that could also
log queries but, for a Merkle tree based system, the access control mechanism
would have to be built on top of the log.

3.4 External mechanisms

Transparency must work to enable action based on what it reveals. For example,
by revealing system faults, it can enable aggrieved parties to take legal action,
governance decisions about a platform or network [94], and the removal of parties
from a network if they cause a fault [136]. This entails supporting processes such
as public discussions about the system to which transparency is applied and,
for practical accountability purposes, legal processes that resolve disputes about
a system, or automated processes that similarly make it possible to contest
theoutputs of a system. This is a key difference between tools that evaluate
the compliance of a system with preset norms (e.g., the correct execution of a
program) and transparency that can allow the norms enforced by a program to
be contested [79].

This starts with users being able to check information that is relevant to them
or being notified about such information. Notification tools [21, 63, 64, 121–124]
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can keep the user in the loop, without needing them to perform queries, when
their explicit consent for an action is not required, but do not allow a user to
contest any action that is taken.

For an action to be contested, there must first be evidence of that action, but
systems often fail to produce such evidence [120]. Transparency should address
this, and protocols can also play a part in spreading evidence and reaching a con-
clusion about evidence. The evidence must then be useful and admissible. For an
automated process, this means it must fit the requirements of the program that
evaluates it. For a non-automated process, such as a legal process, admissibility
involves the data itself and also the authentication of the data, its integrity, the
network over which the data is exchanged, and how it is then stored [109]. In
both cases, this requires the form of the evidence and the process in which it
will be used to be taken into account before it is produced.

In some cases, it may not always be clear when considering a single event, why
the system failed [81]. This can require a broader discussion about the system
and both individual evidence and aggregate evidence (e.g., error rates) to be
considered. To act on information also requires the ability to understand that
information, which can be made easier via explanations [144], context [48], and
labels [82,91], although disclosure practices are not always well designed [131].

4 Threats Mapped to Essential Mechanisms

4.1 Logging

The logging mechanism relates to the system operator of the system, from which
information is recorded, and the log operators that maintain the log. Assuming
that the log is cryptographically secure then the threat is the ability of a mali-
cious system operator (or whichever party is responsible for logging information)
to compromise what is logged.

4.2 sanitization

With respect to sanitization, threats can come from either the system operator
(before logging) or from data releases and queries (after logging). A sanitization
step taking place before the information is committed to the log could be abused
by the system operator to hide information without compromising the logging
mechanism. Once information is logged, threats are posed by parties attempting
to learn private information about others.

The sanitization mechanism could also be used by log operators, if saniti-
zation is done at the interface between the log and users of transparency, or
auditors, if they are given access to raw information that they sanitize for public
release, to compromise the information that is released. This can be achieved
either by producing sanitized information that does not relate to the original
information (e.g., releasing false statistics) or relying on an honest use of a san-
itization mechanism that obfuscates information (e.g., by adding noise).
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Table 1. Threats based on editorial control (EC) and individual evidence (IE).

Mechanism Threat Affected transparency property Threat actor(s)

Logging Compromised logging mechanism (EC, IE) Integrity System operator
Compromised log server (EC, IE) Integrity, Availability Log operator
Collusion between system operator and log operators (EC, IE) Integrity, Availability System operators, log operators

sanitization Loss of privacy for data subjects Respect of privacy and confidentiality Users of transparency
Control over logging (EC. IE) Availability System operator
Control over release and query responses (EC, IE) Integrity Log operators, auditors

Release & Query Access to raw data or individual evidence Respect of privacy and confidentiality Users of transparency
Restricted releases (EC, IE) Availability, interpretability Log operators, auditors
Constraints on queries (EC, IE) Availability, interpretability Log operators

External mechanisms Misinformation & disinformation Interpretability Auditors, data subjects, third parties
Lying about individual evidence (IE) Trustworthiness Data subjects
Discrediting individual evidence (IE) Actionability Third party individuals

4.3 Release and query

The form of the information made available by release and query mechanisms
depends on the sanitization mechanism, so the threats that are specific to re-
lease and query mechanisms will target the access control it implements and the
integrity of the information (sanitized or unsanitized) that is released. Given
that information should broadly be released to everyone except for individual
evidence (available only to data subjects) and unsanitized information (available
only to trusted auditors), the threat is another party posing as an individual or
trusted auditor to gain access to their privileged information. The right to ac-
cess of the GDPR has been abused for this purpose [51] and to infer information
about the organization answering the query [157].

If information is released without the need for queries, threats could be posed
by having only a partial release of information, or a different release of informa-
tion to different users. When queries are involved, the threats are that the query
mechanism could constrain acceptable queries to queries that are not practically
useful. It could even do so for a priori valid reasons such as limiting the privacy
loss associated with queries, as in a differential private query model once the pri-
vacy budget is used up. A limited query mechanism could also serve to require
an impractically large number of queries to obtain any useful information.

4.4 External

External mechanisms (not necessarily technical mechanisms) represent the inter-
actions between users of transparency and the actions that they can take based
on it. The threat in this case is misinformation and disinformation by anyone
giving inaccurate information. This can be seen as an attack on the integrity of
the information made available through transparency, which can be mitigated
by ensuring that the same information (barring individual evidence) is available
to all. In the specific case of individual evidence, it should be ensured that an in-
dividual cannot lie about their individual evidence, but also that they can show
that any individual evidence they disclose is correct.
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4.5 Editorial control and individual evidence

Looking at attempts to implement transparency around the world, Taylor and
Kelsey found that the two general threats to transparency were editorial control
i.e., the ability to control what is made transparent, and individual evidence i.e.,
the ability to suppress the ability of a person to find information that relates
to themselves [167]. We relate this to the mechanism-specific threats we have
outlined above in Table 1. Both editorial control and lack of available individual
evidence can occur through the system operator (logging mechanism), and the
log operators and auditors (sanitization and release and query mechanism), and
affect the external mechanisms.

5 Transparency Infrastructure

5.1 Requiring and maintaining transparency

Deploying transparency requires an infrastructure that supports the logs and the
storage of any data required (on or off the log). Because logs and data may be
used after the system (or its operator) it originates from stops operating, they
must be stored independently from the system. Thus, although a centralized
approach could be sensible on the basis that only the system operator has a
business reason to store that information, it may be unreliable for transparency.

Relying on distributed storage, however, raises questions about how to dis-
tribute it. Parties such as NGOs monitoring government activities or public
institutions monitoring some businesses may have a strong incentive to support
transparency infrastructure that relates to issues that they investigate as it di-
rectly supports their goals.

This can also be the case in commercial settings. For example, Google is re-
sponsible for the design and deployment of Certificate Transparency and because
Google Chrome is the dominant browser [185], it has a direct interest in keeping
Certificate Transparency operational, requires that any certificate appears in at
least two logs, and operates some of the logs itself. (Google previously required
one of the two logs to be a log operated by Google [110].)

Unfortunately, this example does not generalize well. In most cases, the par-
ties that design the transparency enhancing technology may not be those that
operate it or may not have the resources or the incentives to operate it suc-
cessfully. Proponents of blockchains and cryptocurrencies argue that they offer
the possibility of designing decentralized systems that, via mechanism design,
can ensure that participants have financial incentives to maintain the system.
Services such as Filecoin [96] could also offer decentralized storage.

Users could drive businesses to provide greater transparency as, for exam-
ple, they react when shown the extent to which they are tracked [180] and how
moderation is applied [87]. However, they often have to rely on tools set up by
system operators to provide transparency that is neither complete nor under-
standable [20,173].
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Regulation could also impose a requirement to provide transparency that
is enforced through regulators like Federal Trade Commission (in the US) or a
data protection authority. The European GDPR notably includes several articles
concerning transparency and the German Network Enforcement Act (NetzDG)
requires transparency about how unlawful content is dealt with, resulting in fines
for companies such as Meta. Designated auditors may also have the power to ask
for the infrastructure needed to operate a transparency enhancing technology.
For example, the IPCO in the UK is tasked with auditing how law enforcement
accesses telecommunications data [85] and can require that public authorities
and telecommunication operators provide any assistance required to carry out
audits, which could include implementing IT infrastructure [2, Section 235(2)].

Companies differ in how they implement their compliance with regulations
like NetzDG [178] and are likely to differ in implementing any transparency
requirement. Standardization may, therefore, be required if there is any hope
of achieving reliable transparency across different types of systems, and this
should be done taking into account threat models and mechanisms to deal with
these threat models, and still allow enough flexibility to adapt to, for example,
case-specific sanitization needs.

5.2 Truth

A limitation of logs is that their security properties cannot ensure that any logged
data or event is true. Dealing with this depends on how the logging mechanism
can ensure that the recorded value matches that of the object of interest, and
what the logging mechanism actually records.

In Bitcoin, miners reach consensus about the transactions that are executed
on the network (a subset of submitted transactions), but not all transactions
may be logged as an address’ private key can also be exchanged offline. Likewise,
Certificate Transparency is transparent with respect to the set of certificates ac-
cepted by log servers, not with respect to all certificates emitted by certificate
authorities. Browsers can reject certificates that do not appear in Certificate
Transparency logs, however, so log servers are incentivized to log all valid cer-
tificates.

The interface between the device that records information that is logged and
the log is also important. A malicious recording device would be a clear weakness
so a trusted hardware interface could be used. The security of trusted hardware
components may, however, be centralized if all units are the same. If one unit is
broken and, for example, the attestation key leaks [174], it renders other units
worthless. This is a case of weakest-link security [176], in a scenario where the
weakest link is an adversary with full physical access to their hardware.

An alternative is to rely on non-colluding parties to cross-verify information.
Problems can also occur when logging physical objects e.g., paper documents,

because this requires mapping physical objects to digital objects that can be au-
thenticated once logged. Mechanisms that provide cryptographic-like authenti-
cation of physical objects do however exist e.g., authenticating a paper document
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based on its physical characteristics [29,36,43,76,105,150,156,171,179], allowing
it to be authenticated later if required.

6 Balancing Transparency With Privacy

Because privacy concerns can create restrictions on transparency, privacy en-
hancing technologies could in principle support transparency. (In turn, trans-
parency can help users identify privacy risks [47, 78, 104, 175].) There are two
types of information to consider, aggregate information and information related
to individuals (i.e., individual evidence). Aggregate information can show how
the system is functioning as a whole and whether it is, for example, (un)fair,
(un)biased, or error-prone, and, therefore, whether the system should be mod-
ified, shut down, or make the choice of participating in the system, but for
individuals already subject to the system, it must also be possible to determine
how they are personally affected by the system as, for example, a biased system
will not impact all users in the same way.

For aggregate information, the goal is to not leak information about an
individual in the data used to produce aggregate information. This often in-
volves differentially private mechanisms that can satisfy data protection require-
ments [44,130], and zero-knowledge proofs that allow the execution of a process
to be verified without revealing anything else [25,70,71].

For individual information, the goal is to ensure that information is revealed
only to the relevant individual.

While differentially private mechanisms and zero-knowledge proofs appear
necessary to balance transparency and privacy requirements, there are concerns
tied to editorial control and individual evidence that we consider here.

6.1 Editorial control

Editorial control encompasses any way of influencing what is or is not recorded,
the format in which it is recorded, what is shared with whom, and the terms
under which information is shared.

Differential privacy does this by changing the information that is shared, for
example through the addition of noise or by sharing a synthetic dataset rather
than the original one. While differentially private mechanisms work to preserve
as much utility as possible, this is a form of editorial control that can help an
adversarial system operator. This is because the addition of noise dispropor-
tionately affects less represented groups in the data [24, 168], which could be
used to mask bad outcomes on minority groups or to make low-frequency faults
disappear.

Because differential privacy quantifies the sensitivity of queries and a privacy
budget, which limits what and how much data subjects, third-party auditors,
and third-party individuals can query. It can also allow an adversarial auditor
(perhaps colluding with the system operator) to exhaust the privacy budget by
performing high-sensitivity queries that do not reveal anything unwanted. This
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can be avoided by releasing synthetic data (although not a general solution [160])
that can be queried forever, rather than relying on differentially private queries
on the original data.

Zero-knowledge proofs can also act as editorial control because such proof
systems are designed for a context where there is a prover (the system operator)
wanting to convince a verifier (users or auditors) of a statement they choose
(i.e., with editorial control), rather than to answer queries. Revealing nothing
but the truth of a statement removes context from an answer to a query and
requiring that any query be expressed as a provably true or false statement within
the constraints of a formal language restricts the range of possible queries, and
prevents open ended queries. Querying can also be made inefficient this way e.g.,
iterating over queries of the type “is the number of data points with attribute α
greater than x”, as queries must be designed without access to data.

Moreover, detecting a flawed implementation of a zero-knowledge proof sys-
tem that allows counterfeit proofs to be produced is hard. Such flaws have oc-
curred by accident [117, 165] and there is a precedent for cryptosystems with
plausibly intentional flaws [31]. A malicious system operator could attempt to
introduce an intentionally flawed zero-knowledge proof system that would allow
them to appear compliant with any desired norm.

6.2 Individual evidence

Individual evidence is necessary because aggregate information can reveal issues
(e.g., bias or bugs) but fail to show their impact on individuals (e.g., whether
one was affected). This requires knowledge of the system’s outcome for that
individual, which usually will be known if the outcome had an effect (although
this may not always be the case e.g., for confidential processes) and some form
of counterfactual for what the outcome could have been otherwise.

For example, the covid-19 pandemic caused secondary education exams in the
UK to be cancelled. Grades were awarded based on an algorithm such that the
distribution of grades matched historical distributions for each school. Students
who performed outside their school’s historical norm could then be awarded lower
or higher grades than expected for the sake of preserving the past distribution.
Individual evidence in the form of teacher predicted grades, however, made it
possible to determine how students were affected (e.g., a student with a high
predicted grade being awarded a low grade) and the algorithmic marking scheme
was replaced with predicted grades [27].

Individual evidence can also be useful when there is a dispute about whether
an individual is at fault or has been a victim of a fault in a system. Human
and system faults can both be low frequency events so conclusively determining
which one is more likely than the other can be impractical and neither can be
used to invalidate the other [81]. In such cases, individual evidence (e.g., a record
of user actions and processes executed by the system in response) could make it
easier to determine whether the error was human or due to a bug in the system.

The role of privacy enhancing technologies, however, is to prevent linking an
individual to an input or output of the subject system’s process. Differential pri-
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vacy guarantees that an individual’s effect on any output is bounded so that it
cannot be determined their data was used to obtain that output. Zero-knowledge
proofs reveal nothing but the truth of an assertion about some data or compu-
tation. If individual evidence exists, however, a zero-knowledge proof could, for
example, be used to show an individual that their individual evidence was used
in the computation of aggregate statistics. Without this, a system operator or
auditor could use any inputs they choose to obtain valid zero-knowledge proofs
for whatever they want. This means that the use of these privacy enhancing tech-
nologies to allow the release of aggregate information requires that additional
mechanisms be used for individuals to obtain the individual evidence necessary
to contextualize the aggregate information and the effect the system has had on
them.

7 Case Studies

7.1 Certificate Transparency

SSL certificates allow a browser to verify the owner of a website. Certificates
are issued by certificate authorities who can be the source of security inci-
dents [42, 53]; for example, the DigiNotar hack [114] led to hundreds of rogue
certificates being issued with DigiNotar’s signing key and DigiNotar certificates
being rejected by popular browsers [10,115,128].

Certificate Transparency [98,164] was developed to address this type of inci-
dent, making certificate issuance transparent to reveal cases where this happens.
Certificates are submitted to logs and browsers will only accept certificates that
come with a signed certificate timestamp from log servers, so a malicious certifi-
cate authority cannot compromise the usefulness of the logging mechanism by
not submitting certificates to logs, and collusion between a certificate authority
and a log server is handled by requiring multiple signed certificate timestamps
from different logs.

Significant infrastructural backing from Google, Mozilla, and Cloudflare, and
free services such as Let’s Encrypt [5] has led to Certificate Transparency being
widely deployed. The percentage of main-frame HTTPS page loads and HTTPS
connections with at least two valid signed certificate timestamps reached above
60% in 2018 for Chrome users [161].

Certificate Transparency involves little sanitization and, as such, there are
privacy concerns e.g., when a browser queries a proof of inclusion in a log, it
reveals the website that the user is browsing. Thus, most clients do not directly
request proofs of inclusion, although solutions based on fuzzy ranges, private set
intersection, and private set membership protocols have been proposed [110].

Reporting that a certificate has not been included in a log also reveals a
user’s browsing activity for that website. Zero-knowledge proofs could allow the
browser to prove to a browser vendor (e.g., Google) that it knows a signed
certificate timestamp signed by a log server (without revealing it) despite the
log omitting this certificate, therefore showing that the log does not have in-
tegrity [55]. This approach has downsides, however, as it would require changes
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to log implementations and APIs, and obfuscate details in investigations of log
misbehaviour [162].

Logs can also be used to identify websites with expired certificates that are
more likely to have software that is vulnerable to CVEs [141], monitored to
identify new DNS names i.e., service endpoints, that may be vulnerable to an
attack, rather than inefficiently scanning the IP space [152], and mined to detect
subdomains, as well as other sensitive information (e.g., names, business rela-
tionships, and unreleased products) [147]. The volume of logged certificates poses
scalability issues as it makes monitoring certificates increasingly difficult [102].

External mechanisms play an important role in Certificate Transparency.
Certificates must be revoked as time passes or in the event of an incident. In such
a case, a human decision must be made based on the information available and
the ability to act, and power is concentrated in browser vendors (e.g., Google,
Mozilla, Microsoft, Apple, Brave) which are the only parties who can act at
scale if Certificate Transparency reveals a malicious or compromised certificate
authority by blocklisting it. Expert users can also inspect logs, but represent a
tiny minority of users.

Gossip protocols should play a role in enabling clients to exchange messages
containing warnings or inconsistencies between signed tree heads of logs [41], but
gossiping is not widespread [68]. To work around this, gossiping could be replaced
with a protocol that is not external. One way of doing this is to use a blockchain’s
consensus protocol for consistency [34, 170] but this can be expensive because
of transaction costs and has slow finality if relying on a slow blockchain (e.g.,
Bitcoin or Ethereum). Another way is to rely on witnesses (e.g., the different
Certificate Transparency log servers) to collectively sign a checkpoint of a log,
producing some form of consensus that the log has been verified up until the
checkpoint [111], but liveness issues could occur if there are too few witnesses.

7.2 Blockchain based cryptocurrencies

Cryptocurrencies aim to enable decentralized peer-to-peer transactions between
users without centralized institutions such as banks, Paypal, and VisaNet [126].
This requires solving the problem of currency minting and double-spending such
that no user can unilaterally determine the number of tokens they control or
spend the same tokens multiple times. This is achieved by relying on a blockchain
to log blocks of transactions mined (i.e., validated) by miners expending a scarce
resource such as computational work (e.g., proof-of-work, proof-of-storage) or
stake in the currency (proof-of-stake) for the right to mine blocks. The state of
the blockchain is public and agreed upon by the nodes in the network through
a consensus protocol, allowing anyone to track any asset on the network.

A difference between the Certificates Transparency model and the blockchain
model is that miners in permissionless blockchain systems are not known and,
therefore, cannot be held responsible for faults and are not trusted to provide
consistent views of the blockchain [40]. This can be dealt with through penal-
ties and slashing mechanisms that exist in proof-of-stake cryptocurrencies (e.g.,
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Ethereum [57]) to directly fine or remove miners that misbehave because being
elected to be a block proposer or validator requires staking funds.

Nonetheless, although it is possible to see what is going on with blockchain
explorers (e.g., https://www.blockchain.com/explorer) that display the latest
block information, users must download, store, and verify the entire blockchain
to assure themselves they have the correct information.

As blockchains record an increasing number of transactions they become
larger and more expensive to download, store, and verify. For example, the Bit-
coin and Ethereum blockchains now amount to hundreds of gigabytes of data,
making it difficult for most users to operate a node that independently verifies
the state of the blockchain. As a result, users often run light clients that verify
only block headers and the transactions inside blocks, decreasing security.

Transparency in this setting, whether at the stage of validating blocks or
later auditing past transactions, is useless if it is not used to verify the system’s
consistency and ensure that only valid transactions are processed, so this is a
problem that relates to the transparency of the system.

One approach to solving this issue is based on succinct blockchains that
reduce the computational costs of verifying the blockchain [35, 93]. Recursive
succinct arguments of knowledge can be produced in time proportional to the
number of transactions added since the previous block and verified in constant
time [35]. This allows blockchains to effectively be compressed from hundreds of
gigabytes (the size of a blockchain after a few years) to a 22 kilobyte proof that
verifies transactions and consensus rules, which can be verified in milliseconds.

Another approach is based on fraud proofs, which involve full nodes pro-
ducing proofs of invalid transactions that light clients can efficiently verify to
narrow the security gap between full nodes and light clients [13, 190]. Fraud
proofs also play a role in enabling scaling solutions such as optimistic rollups
on Ethereum [58], which process transactions off the main chain (reducing con-
gestion and transaction fees) and then post compressed transaction data on the
main chain. This provides enough transparency to verify the validity of trans-
actions and produce fraud proofs for any invalid transactions. (Zero-knowledge
rollups rely instead on proofs of validity to prevent invalid transactions [59].)

Another commonality with Certificate Transparency is that blockchains do
not necessarily offer much in terms of sanitisation mechanisms. Bitcoin and
Ethereum, for example, do not offer any privacy because users can be identi-
fied by studying the public transaction flows recorded on the blockchain [112]
and trace coins linked to unwanted activity [11, 19], a practice that has been
commercialized by companies such as Chainalysis, TRM, and Elliptic.

More recent systems have attempted to provide greater privacy [14] through
the use of zero-knowledge proofs (e.g., Zcash [151]), ring signatures (e.g., Mon-
ero [15]), coin mixing services (e.g., Tornado cash [140], sanctioned by the US
Treasure since August 2022 [4]), and network level mixing (e.g., Nym [52]). Not
all attempts have been successful in achieving their privacy goals because of
low adoption, design flaws, and the inherent availability of auxiliary information
available via blockchain analysis that can be exploited [32,33,83,89,125,188].

https://www.blockchain.com/explorer
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Balancing privacy goals with the goal of stopping tainted funds (e.g., stolen
funds) from being laundered through, for example, mixing services has also been
shown to be possible. One solution is to provably avoid mixing one’s funds with
those originating from addresses linked to tainted funds. Thus, the transparency
that allows addresses linked to stolen funds to be identified would allow others to
use privacy services without facilitating the laundering of stolen funds [28, 38].
Another possible solution is collaborative deanonymization [90], which would
allow users to contribute information that helps identify a source of coins pro-
cessed by a mixing service, enabling transparency that can be determined by
users themselves rather than system designers.

External mechanisms also play an important role in the governance of blockchains.
The blockchain publicly reveals information about miner behaviour, hacks, trace
stolen funds, and so on, which has led to important debates; for example, whether
the 2016 DAO hack on Ethereum should be reversed with a hard fork (splitting
Ethereum and Ethereum Classic) [94], or whether the size of Bitcoin blocks
should be increased (leading to Bitcoin Cash and Bitcoin SV).

Social influence also plays a role in such discussions as public figures (e.g.,
Vitalik Buterin for Ethereum) and influential companies (e.g., Blockstream em-
ployed many Bitcoin Core developers) can sway public opinion. In principle,
anyone can suggest improvements and fork a blockchain to implement their sug-
gested improvements and publicly showcase them. Thus, although miners have
the power to enforce changes as they run the software and validate transac-
tions, and the few developers with write access to the software repositories have
privilege over the code, transparency enables some redistribution of power as
discussions can be based on entirely public information.

8 Related Work

A number of past surveys related to transparency enhancing technologies ex-
ist. Murmann and Fischer-Hübner [123] focus on the usability of transparency
enhancing technologies. Hedbom [77], Janic et al. [86], and Zimmermann [193]
focus on transparency tools that can be used to help users control or verify
their privacy online. Spagnuelo et al. [158, 159] look at transparency enhancing
technologies in the context of providing and complying with the transparency
required by the GDPR.

In contrast to these papers, our focus is not specifically on existing tools
(although we survey some and consider two use cases), but more generally on how
to design and build transparency enhancing technologies based on cryptographic
logs under realistic threat models that consider issues of editorial control and
access to individual evidence.

9 Conclusion

There are many use cases for log based transparency beyond Certificate Trans-
parency and cryptocurrencies. Key transparency [39, 107, 113] is seeing increas-
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ing adoption following implementations by Google, Meta, and Apple [54, 73,
100]. Many other applications have also been proposed, including binary trans-
parency [12, 129], decentralized authorization [17], identifying wage gaps [97],
financial markets [65], legal processes [67, 72, 137], data sharing [80] and us-
age [154], data mining [183], inference [181], advertising [177], and open govern-
ment data [134,155].

As we have discussed, there are many challenges related to the infrastructure
that would enable transparency, and balancing transparency with privacy and
confidentiality concerns, that make transparency hard to deploy, particularly in
cases that handle sensitive data and that may require user involvement. The two
case studies we have provided, Certificate Transparency and cryptocurrencies,
show how many of these challenges arise in practice for each essential mecha-
nism and, in some cases, how they can be addressed. Several additional challenges
must also be resolved for transparency enhancing technologies to be practically
useful in supporting users and processes such as legal disputes, in which they will
engage based on what transparency reveals, and regulations that require trans-
parency. The design of transparency enhancing technologies should, therefore,
ensure that any technological attempt to enable greater transparency focuses on
making transparency not a goal in itself but a tool that serves a broader aim in
the system in which it is put in place.
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